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1. Introduction

Abstract. In an uncoupled analysis, blast loads can be evaluated by empirical models
and, then, applied to the structure in a separate response analysis. The literature includes
a variety of empirical models. However, the potentials of these models may not be fully
realized due to high variations that may exist in their outcomes, particularly at detonations
with a relatively close standoff distance from the target. As such, the selection of an
appropriate model should be made with special considerations. This paper investigates the
efficiency of various empirical models in blast analysis of the RC-slabs that are subjected to
near-field air-detonations. The blast loads resulting from the empirical models are employed
in a set of nonlinear FEA runs. Due to the proximity of detonations, the distribution of
blast-overpressure across the concrete slab at any instant of time is nonuniform. A simplified
approach that accounts for this nonuniform distribution has been developed and verified
in this study. To examine the effectiveness of the empirical models, the FEA-results are
compared with the observations made in a set of previous experimental studies. Based on
this comparative study, the most effective empirical model is identified, and remarks are
made on the performance of the other models.

(© 2019 Sharif University of Technology. All rights reserved.

the scope of research studies from specific industrial
facilities to many other civil structures. Accordingly,

An explosive incident may result from a variety of
events including industrial accidents or terrorist bomb
attacks. Traditionally, the vast majority of civilian
research studies in the field of blast protection have
been focused on the accidental explosion of specific
facilities such as chemical storage tanks located in
industrial plants [1]. The worldwide growing threat of
terrorism and the fact that most of terrorist attacks
involve the use of explosive devices have extended
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the dynamic response simulation of structures to air
blast loads has been a subject of extensive research
studies over the past decades [2-7].

The effective blast analysis and design of struc-
tures requires a thorough understanding of blast wave
propagation and the dynamic response of various struc-
tural elements. As a cost-effective analysis approach,
the calculation of blast wave propagation effects may
be separated from the evaluation of structural response
(such analysis is named “uncoupled”). Therefore, blast
loads resulting from the detonation of an explosive of
specific mass located at a particular standoff distance
from the structure can be evaluated with the aid of
empirical models. These loads may be applied to the
structure in a separate response analysis [8,9].
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The main objective of this paper is to investigate
the accuracy of various empirical models that are avail-
able in the literature to evaluate the blast load effects
on structures. The study is focused on the near-field
explosions. In a near-field explosion, the distribution
of blast overpressure on the surface of structure will be
highly nonuniform [8]. A simplified approach has been
developed in this study to account for the nonuniform
distribution of blast overpressure across the surface of
structure. In order to examine the accuracy of various
empirical models and the effectiveness of the proposed
simplified approach, finite-element analysis results of
a set of reinforced concrete slabs under the effect of
various explosions are compared with the results of
previous experimental studies.

The components of this paper include a brief
review of the characteristics of blast waves, a litera-
ture review of various empirical models that predict
both the peak magnitude and time duration of blast
overpressure phase, results of a set of previous exper-
imental studies on reinforced concrete slab specimens
(these results are utilized to examine the accuracy of
the empirical models), a detailed description of the
simplified approach developed in this study to account
for nonuniform distribution of blast overpressure across
the concrete slabs, finite-element modeling of slab
specimens, mesh- and area-segment sensitivity analysis
studies, a detailed comparison of the finite-element
analysis and experimental studies, and concluding
remarks together with a summary of the paper.

2. Characteristics of blast waves

Figure 1 shows a typical pressure-time profile of a blast
wave that comprises an overpressure phase followed
by an under-pressure phase [9]. Detonation of a high
explosive material produces a compressed high tem-
perature gas expanding supersonically outward from
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Figure 1. Typical pressure-time profile of a blast wave.

the explosive core. The expansion of compressed gas
influences the surrounding air by forming a layer of
compressed air in front of the gas (blast wave). As
seen in Figure 1, upon detonation, at an arrival time
of t,, the blast wave pressure violently increases from
ambient pressure, Py, to a peak overpressure, P.,.
Over the time duration of ¢4 , the peak overpressure
drops back to the ambient pressure and, then, reaches
a peak under-pressure P, due to a rapid decrease in
the pressure of the expanding gas. The under-pressure
physically tends to suck items back in towards the core
of expansion. Eventually, over the time duration of ¢/,
the under-pressure rises back to the ambient pressure
and the situation returns to an equilibrium. It should
be noted that, at any instant of time, the magnitude of
the overpressure at any point in the space depends on
distance R of that point to the center of the explosive
material (charge) and the charge weight, W (typically
specified as an equivalent mass of TNT). To account
for these parameters, the overpressure is specified as a
scaled distance, defined [9] as Z = R/W/3.

For many practical applications, a triangular
pulse may simplify the overpressure phase of the profile
shown in Figure 1. Additionally, it is a common
practice to neglect the under-pressure phase of the
profile, particularly in the blast response analysis of
relatively rigid structures [8].

As seen in Figure 1, due to a rapid exponential de-
cay in the peak overpressure, the variation of pressure
with time is nonlinear. There are several imperial equa-
tions, including Flynn [10], Brode [11], Ethridge [12],
and Dewey [13], to simulate the overpressure as a func-
tion of time. This paper employs a modified version
of the original equation developed by Friedlander [14]
as a commonly adopted equation to simulate the blast
wave overpressure. A modified version of Friedlander
equation that accounts for ambient pressure, Py, is read
as follows [15]:

P(t) = Py + Pop(1 — —)e "7, (1)

where b is a wave-decay parameter given by Eq. (2) in
terms of scaled distance Z [16]. The rest of parameters
used in Eq. (1) are defined in Figure 1. It should be
noted that the origin of ¢ in Eq. (1) is set to the arrival
of the peak overpressure, namely t,.

b=0.33062* — 3.1838Z° + 11.755Z% — 20.308Z

+15.12 for Z<3m/kg'/®. (2)

When encountering a perpendicular obstacle such as a
rigid wall, the moving air molecules in front of a blast
wave are brought to rest and further compressed. This
produces a reflected overpressure, P,.(t), on the surface
of the wall that will be, in turn, of higher magnitude
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Table 1. Empirical models for peak overpressure, Ps,.

Model Peak overpressure, P,, (kPa) Considerations
98. 07( + 1) (Z < 0.906)
Brode [11]
98. 07(0 o+ R+ 5P o0 019) (0.93< Z <9.8)
Newmark & 98, 07(67§4 " ) B
Hansen [18] &
98.07(20;’6 + 1% %) (0.05 < Z < 0.5)
Baker [15]
98. 07<w +30+ % 31) (0.5 < Z < 170.9)
98.07( 14272 4 531 — 080T 4 70-020225> (0.05 < Z < 0.3)
Henrych [19] 98. 07(6 i e —2§§2> (0.3<Z < 1.0)
98. 07(0662+4°5+3228) (1.0 < Z < 10.0)
Held [20] (%) x 10? -
. . 9.006 — 2.6893 In Z — 0.6295 In Z2 + 0.1011 In Z3
Simplified EXP( N . 5 6 || /R (0.06 <Z <2.0)
Kingery +0.29255 In Z* 4+ 0.13505 In Z° + 0.019736 In Z
91 8.8396 — 1.733In Z — 2.641n 2% 4+ 2.2931n 23
1 [ (—0.8232111 Z* 40.142471n Z° — 0.0099 In Z° /B @0<Z <400
2
Kinne 808 [H‘ <1+4?*5) :|
Y 07Ps ; ; ; -
& Graham [16]
1+ ().548 1+ l).Z32 1+ %
Mills [22] i i -
Sadovskiy 0.085 , 0.3 | 0.8 3
23] (A7 + 52+ 55) x 10 -
Bajic [24]
(modified 98.07 (122 + 48 + 13) -
Sadovskiy)
than the original incident overpressure, P(t). The The physical impact of a detonation on a given struc-

reflected overpressure, P,, can be evaluated from Eq.
(3) by multiplying the incident overpressure with a
refraction coefficient, R., given by the imperial [17]
equation (4):

P.(t) = R. P, (1 (3)

d
8 P, + 14P,

R =
P, +7F

ture can be described analytically by the reflected
pressure. Therefore, in order to examine the damage
potential of detonation effectively, the corresponding
reflected pressure must be predicted with sufficient
accuracy. An inspection of Eq. (3) indicates that the
key parameters in evaluating the reflected pressure are
the magnitude of peak overpressure, Ps,, and the time
duration of the overpressure phase, t4.

Table 1 contains a series of empirical equations
developed by various researchers since 1955 to predict
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peak overpressure, P;,. Figure 2 shows the variation
of peak overpressure, P,,, with respect to the scaled
distance, Z, for the equations cited in Table 1. For
simplicity, a unit charge weight (i.e., W = 1 kg) is
assumed for all of the curves plotted in Figure 2. With
this assumption, scaled distance Z will represent the
physical distance from the source of explosion.

As seen in Figure 2, at relatively low values of
the scaled distance (say Z < 1 m/kg!/?), in gen-
eral, a significant discrepancy exists between the peak
overpressure values predicted by various equations.
This discrepancy, however, is decreased with increasing
values of the scaled distance. For scaled distance values
of greater than 3 m/kg!'/3 any difference between
the outcomes of the equations becomes insignificant.
Therefore, the selection of an appropriate equation to

T 14 —
i 13 —=— Bajic [33]
;/ 12 Sadovskiy [19]
S 11 — o — Simplified Kingery [21]
g 107 Mills [32]
A g —o— Kinney and Graham [16]
% 7 Held [31]
2 g — & — Henrych [18]
% 5 »— Baker [15]
L 4 —oe— Brode [11]
19
z 3
2
1t
d‘j 0 —k . P Py =
0 2 3 4 5

Scaled distance, Z (m/kg"/%)

Figure 2. Variation of peak over pressure with scaled
distance for 1 kg TNT explosive.

predict the peak overpressure is critical only for scaled
distance values of 3 m/kg'/? and less. As such, this
paper is focused on Z < 3 m/kg!/3.

Table 2 includes the empirical equations devel-
oped by various researchers to evaluate ¢4 as another
key parameter that influences the magnitude of re-
flected pressure in Eq. (3). In general, ¢4 is affected by
the charge weight, W, and the distance to the center
of the explosive, R. As such, in the equations cited in
Table 2, t; is described in terms of scaled distance Z.

Figure 3 shows the relationship between time
duration ¢4 and scaled distance Z for various empirical
equations cited in Table 2. To be consistent with
the assumptions made in producing Figure 2, a unit
(1 kg) charge weight has been taken into account in the

6 -

5+

tq (ms)

— & - Sadovskiy [19]
t— o - Simplified Kingery [21]
—e—Kinney & Grahm [16]
—=— Henrych [18]

|- o- —Baker [15]

—o— Brode [11]

Time duration of ovar pressure phase

o 1 2 3 4 5 6 7 8 9 10
Scaled distance, Z (m/kg!/?)
Figure 3. Relationship between the time duration of the

overpressure phase and scaled distance for 1 kg TNT
explosive.

Table 2. Empirical models for the time duration, t4, of the overpressure phase.

Model Time duration of the overpressure phase, tg (ms) Considerations
Brode [11] N/A Data shown in Figure 3
Baker [15] N/A Data shown in Figure 3

Henrych [19] |:10<*2-75+0-2710g Z+105W1/3)] x 10° -
EXP ( 0.5426 + 3.22991n Z — 1.59311n 2?2 ) « W/B (0.2 < Z < 1.02)
Simplified —5.9667In Z° —4.0815In Z* — 0.9149In Z°
Kingery [21] EXP ( 0.5440 +2.708In Z ~9.73541n 7° ) x W1/3 (1.02 < Z < 2.8)
+14.3421n Z* — 9.77911n Z* + 2.85351n Z°
EXP < —2.4608 4+ 7.16391n Z — 5.62151n Z* ) WL/ (2.8 < Z < 40.0)
+2.27111In Z® — 0.449941n Z* +0.034861n Z°
10
Kinney & 980 [14.(%) ]
Graham wi/e -

[( Holo) G

Sadovskiy [23]

1.2YWVR
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Table 3. Specification of the experimental studies [5,25,26].
Slab Dimensions Rebar Rebar Standoff Explosive dsctaled Central Spall
Test ratio ratio distance mass 1Stance  geflection 6/h  radius
name (mm) m
0 @ e e () 6 (e (mm)
NRC-1 A 750 x 750 x 30 1.43% 1.43% 0.3 0.13 0.592 9 0.300 50
NRC-2 A 750 x 750 x 30 1.43% 1.43% 0.3 0.19 0.522 26 0.867 85
NRC-3 B 1000 x 1000 x 40  1.43% 1.43% 0.4 0.2 0.684 10 0.250 -
NRC-4 C 1250 x 1250 x 50  1.43% 1.43% 0.5 0.64 0.580 19 0.380 120
NRC-5 D 2000 x 1000 x 100 1.34% 0.74% 3.0 1.007 2.993 1.5 0.015 -
NRC-6 D 2000 x 1000 x 100 1.34%  0.74% 3.0 8.139 1.490 10.5 0.105 -
NRC-7 D 2000 x 1000 x 100 1.34% 0.74% 1.4 3.440 0.927 13.9 0.139 -
NRC-8 D 2000 x 1000 x 100 1.34%  0.74% 1.5 8.213 0.743 38.9 0.389 -

evaluation of t4 in Figure 3. An examination of Figure 3
indicates that the models developed by Henrych [18],
Kinney and Graham [16], and Sadovskiy [19] show
a monotonically increasing trend, regardless of the
magnitude of scaled distance Z. However, this phe-
nomenon cannot be observed in the time duration val-
ues predicted by the other models. The time duration
versus distance curve that is simulated by Brode [11]
fluctuates approximately throughout the entire range
of Z values shown in Figure 3. The simplified Kingery
[20] model and the model developed by Baker [15]
experience fluctuations until Z values of approximately
2 m/kg!/?. The time duration predicted by these
models increases monotonically with increasing Z for
distances beyond 2 m/kg'/3.

A close examination of Figure 3 indicates that
the time duration predicted by Kinney and Graham
model [16] is a lower bound to the other models until
a scaled distance of approximately Z = 7 m/kg'/?.
On the contrary, the simplified Kingery model [20]
provides an upper bound to the rest of the models
for approximately all Z values with an exception for
Z < 1 m/kg'/?, where the time duration predicted by
the model is significantly lower than the other models,
excluding Kinney and Graham model. Overall, the
time duration predicted by the simplified Kingery [20]
and Baker [15] models is significantly longer than that
of the other models for Z > 3 m/kg'/%. Given the
substantial discrepancies that exist between the time
durations predicted by the models at any given Z,
the selection of an appropriate model for the effective
prediction of ¢4 is quite essential.

In the following sections of the paper, the ef-
fectiveness of the empirical models listed in Tables 1
and 2 in the prediction of peak magnitude and time
duration of blast-overpressure will be investigated by
comparing the results of finite-element analysis models
with the previous experimental studies available in the
literature.

3. Experimental studies

Results of a set of various experimental studies carried
out by Wu et al. [21], and Wang et al. [5,22] on different
specimens of reinforced concrete slabs were selected
to examine the accuracy of the empirical equations
cited in Tables 1 and 2. The specifications of the test
specimens, the mass of TNT explosive, and its standoff
distance from the specimen are cited in Table 3.

Specimens A and C [22] and specimen B [5] were
reinforced using a reinforcement mesh comprising
rebars of 6 mm diameter in both directions and a mesh
size of 75 mm x 75 mm. For specimen D [21], the
mesh size was 200 mm x 200 mm, and the diameter
of the reinforcing bars was 12 mm. The compressive
strength and Young’s modulus of concrete for all
specimens were reported to be 39.5 MPa and 28.3
GPa, respectively. The tensile strength of concrete
was measured to be 4.2 MPa for specimens A, B, and
C, and 8.2 MPa for specimen D. The yield strength
and Young’s modulus of the reinforcing bars were
600 MPa and 200 GPa, respectively.

4. Finite-element modeling of test specimens

This section describes the 3D FE models that are de-
veloped to investigate the effectiveness of the empirical
equations cited in Tables 1 and 2 in blast response
prediction of the concrete slabs listed in Table 3.
The explicit nonlinear finite-element program ANSYS
AUTODYN (23] has been used in this research study
for geometric modeling and impact analysis of the
concrete slab specimens. AUTODYN [23] and LS-
DYNA [24] programs have been successfully employed
in blast analysis of RC-slabs by many researchers (e.g.,
Wang et al. [5], Tai et al. [3], Zhao and Chen [4], and
Thiagarajan et al. [25]). In this paper, the loading
function relevant to detonation of an explosive charge
located at a specific standoff distance from the center
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Figure 4. 3D finite-element model of concrete slab test specimens.

of concrete slab has been simulated using the time-
dependent Eq. (3). The peak overpressure and the
time duration in the said equation have been evaluated
using a desired combination of models given in Tables 1
and 2, respectively. The wave decay parameter, b, has
been calculated using Eq. (2).

Due to symmetry, only a quarter of the concrete
slab is modeled in the FE analysis (see Figure 4).
As shown in Figure 4, in order to simulate a fixed
boundary condition, at the supporting edge of the
slab, all degrees of freedom are restrained on both
upper and lower faces of the slab. The reinforcing
bars within the slab are modeled using the “beam
solver” available in the program. The beam solver is
employed for one-dimensional parts such as reinforcing
bars. When used in conjunction with solid elements,
beams (i.e., the reinforcing bars) can be located inside
a solid element without being aligned with the nodes
of the Lagrangian solid elements, making their use
unlimited, while requiring very little effort to set up
the model [23]. The concrete material within the slab
is modeled using the “Lagrangian solver” as an analysis
option available in AUTODYN [23]. In the FE model,
a perfect bond is assumed between reinforcing bars and
their surrounding concrete. A brief description of the
constitutive models employed for concrete and steel
materials is given in the two following subsections.

4.1. Material model for concrete

Under blast loads, the mechanical properties of con-
crete will be significantly altered as a result of the high
straining (loading) rate of the material. Thus, it is
quite essential to use a constitutive material model that
addresses the high-strain rate effects. The FE models
presented in this paper employ the Riedel, Hiermaier
and Thoma (RHT) [26] dynamic damage model for the
concrete material. The RHT model addresses various
response mechanisms that are found in brittle materi-
als. These include pressure and strain hardening, strain
rate effects, third invariant dependence for compressive
and tensile meridians, strain softening, and cumulative
damage. The model also includes the P-alpha equation
of state for volumetric compaction [27]. The RHT

model employs three strength surfaces: an elastic limit
surface, a failure surface, and the remaining strength
surface for the crushed material. A detailed description
of the model can be found in Riedel et al. [26].

The strength and failure parameters adopted for
the RHT model in this research study are the following
constant values that are typically adopted for an
ordinary concrete material [23,28].

- The reference density, p = 2.75 g/cm3;
- Shear modulus, G = 11.79 GPa;
- Compressive strength, f. = 39.5 MPa;

- Tensile strength, f; = 4.2 MPa for slabs A, B, C and
ft = 8.2 MPa for slab D;

- Intact failure surface constant, A = 1.6;

- Intact failure surface exponent, N = 0.61;

- Meridian ratio, ¢ = 0.6805;

- Fractured strength constant, B = 1.6;

- Fractured strength exponent, M = 0.61;

- Damage constants, D; = 0.04; Dy =1, 51}““ = 0.008;

- A residual shear modulus fraction of 0.13.

Table 4 includes the AUTODYN [23] default
values used for the parameters of the equation of state
(EQS) of concrete. These values have been utilized in
the FE modeling of the concrete slabs of this study.
The EQS for concrete material includes two sets of
polynomials that serve to model the material behavior
under compression and tension load patterns, individ-
ually. Parameters A;, A,, A3, and B; in Table 4 are
the constant coefficients of the polynomial of the EQS
when the concrete material is subjected to compression.
Parameters 77 and T, are the constant coefficients of
the EQS when the concrete material undergoes tension.
By is a constant coefficient in the EQS that is used
for both compression and tension cases. A detailed
description of the mentioned polynomials can be found
in [2].
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Table 4. AUTODYN default values for the parameters of the equation of state of concrete.

P-alpha
EOS

parameters

Value

Polynomial
EOS

parameters

Value

Porous density, po

Porous sound speed, Cy 2.92E3 m/s
Initial compaction pressure, P.  23.3E3 kPa
Solid compaction pressure, Ps 6E6 kPa

Jompaction exponent 3.00

2.314 g/cm®

Bulk modulus, A 3.527E7 kPa

Ay 3.958KE7 kPa

As 9.04E6 kPa

By 1.22

B 1.22

T 3.527E7 kPa

15 0.00
Reference temperature 300 K

Specific heat 654 J/kgK

Thermal conductivity — 0.00 J/mKs

4.2. Material model for reinforcing steel
In this study, the steel reinforcement material has
been modeled using the Johnson and Cook material
model [29]. The model is particularly suitable for the
simulation of strength behavior of the materials that
are subjected to large strain values, high-strain rates,
and high temperatures. The yield stress in the Johnson
and Cook model is defined as follows [29]:
o =[A+ Bl [1—!—0111 :] -7, (5)
where A represents the basic yield stress at low
strains; constant B and exponent n represent the
strain hardening effects of the material; and ¢, is
an effective plastic strain. The second bracket in
Eq. (5) represents the effect of strain rate; C is a
material constant; the ratio of é,/é; represents the
normalized effective plastic strain rate for ¢ = 1
s~!; the third bracket in Eq. (5) represents the effect
of temperature; Ty (the homologous temperature) is
defined as (T — Troom )/ (Tmelt — Troom), Where T is the
absolute temperature, T oom 1S room temperature, and
Tels is melting temperature of steel. Parameter m in
Eq. (5) is a material constant.

The material constants adopted in the current
paper are as follows:

- Reference density, p = 7.83 g/cm?;

- Bulk modulus, K = 167 GPa;

- Reference room temperature, Troom = 300 K;
- Specific heat of 477 J/kg K;

- Thermal conductivity of 0.00 J/kg K;

- Shear modulus, G = 76.92 GPa,

- Basic yield stress, A = 600 MPa;

- Strain hardening constants, B = 510 MPa;

- Strain hardening exponent, n = 0.26;
- Strain rate constant, C' = 0.014;
- Thermal softening exponent, m = 1.03;

- Melting temperature, Ty = 1793 K.

4.8. Distribution of reflected pressure on the
surface of specimens

Results of a previous experimental study [21] indicate
that the distribution of blast-reflected pressure on
the surface of a specimen is highly influenced by the
magnitude of scaled distance, Z, of the explosion. For
7 values greater than 3 m/kg!'/3, the distribution of
blast pressure on the entire surface of specimen on
the side facing the explosion will be approximately
uniform. However, this is not the case when Z acquires
values less than 3 m/kg'/3. If an explosive detonates
at a relatively close standoff distance right above the
center of a concrete slab specimen, the magnitude of
blast pressure on the center of the specimen will be
significantly larger than that on the corners of the
specimen [21].

The Z wvalues in all of the FE analysis runs
presented in this paper are smaller than 3 m/kg'/?. As
such, a non-uniform distribution for the blast pressure
is required to be taken into account while conducting
the analysis. To achieve this, the surface of concrete
slab on the side facing the explosion is divided into
square area segments of identical dimensions. For
each individual area segment, the scaled distance is
calculated based on the physical standoff distance of
the explosive from the center of that area segment.
When the scaled distance is evaluated for each segment,
the peak overpressure and time duration of the over-
pressure phase of the explosion can be calculated using
desired equations given in Tables 1 and 2, respectively.
The blast reflected pressure for the area-segment of
interest is calculated from Eq. (3).
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Figure 5. Non-uniform distribution of blast loading on quarter slabs (L = 750, 1000, 1250).

Figure 5(a) and (b) illustrate the procedure of
dividing the surface of the concrete slabs into the area-
segments. Since only 1/4 of the slab is modeled (due to
symmetry), the upper left corner of each quarter slab
represents the center of the corresponding complete
slab, and the spot of the explosive is located above
it at a specific standoff distance. The area segments
in Figure 5(a) and (b) are selected to be plane squares
of 75 x 75 mm, which is a complete multiple of the
size of finite elements used to discretize the slab. The
contours shown in Figure 5(a) and (b) are the arcs
of concentric circles that are plotted to cross the mid
length of boundary segments.

In a simplified approach, an approximation on the
effective scaled distance of explosive from area segment

[Pkl

1” can be made as follows:

2
R2 + |:d(2é—1):|

Zi = W1/3 ) (6)

where R is the standoff distance of the explosive of
weight W from the center of the slab, and j is the
order of the arc circle that crosses area segment “i”
at the closest distance to the center of the segment.
Parameter d represents the dimension of the area
segment. On the basis of Eq. (6), the scaled distance
and, therefore, the blast pressure, for the typical area
segments of the same color shown in Figure 5(a) and
(b) will be identical.

In a more rigorous approach, to calculate the
exact effective scaled distance, Z;cxact, for the area

segment “¢”, R; in Eq. (7) may be taken as the radius of
an arc circle that crosses the center of the area segment
of interest. It was found that the error values in the
FE analysis results were insignificant when Eq. (6),
rather than Z; exact, was employed to evaluate effective
blast pressure on the area segments. The negligible
error values are associated with the relatively small
dimensions of the area segments in Figure 5(a) and
(b). Accordingly, Eq. (6) was employed in all of the
FE analysis runs conducted in this research due to its
simplicity and ease of application.

SR 7)

W1/3

4.4. Sensitivity analysis

The FE analysis of a concrete slab under blast loading
is in general sensitive to the size of the FE mesh and
the dimensions of the area-segments, such as those
shown in Figure 5. Mesh sensitivity analysis runs
were performed to determine the optimum size of the
finite elements (hereafter, concrete elements) that are
required to discretize the concrete material within the
slab specimens. Table 5 includes the results of FE
analysis for three different analysis runs conducted on
slab A in the test run NRC-1 (see Table 3). These
analysis runs are identical in terms of the way the
blast loading is defined and distributed all over the
concrete slab (see Table 5). To define the blast loads,
the empirical equations developed by Kinney and Gra-
ham [16] (see Tables 1 and 2) were used. Additionally,
using the area segments of 75 X 75 mm, a non-uniform

Z'L', exact —

Table 5. Results of mesh sensitivity analysis runs for test NRC-1 cited in Table 3.

Dimensions of
Total number of

Error in the

evaluation of peak

concrete . Normalized analysis
concrete deflection at the i
elements elapsed time
elements center of
specimen
25 x 25 x5 1350 -32.7% 0.47
15 x 15 x5 3750 -5.8% 1.00
12.5 x 12.5 x 5 5400 -2.2% 1.70
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distribution for the blast load on the concrete slabs was
assumed according to the method stated in the previous
sub-section. The element length used to define the
steel reinforcement (i.e., steel elements) was selected
to be 10 mm in each analysis. As such, each FE
model in Table 5 comprises a total number of 380 steel
elements.

An examination of Table 5 indicates that the ac-
curacy of analysis is improved when concrete elements
of smaller dimensions are employed in the FE mesh.
When the concrete elements are of 25 x 25 x 5 mm, the
results of FE analysis are significantly unacceptable.
The concrete elements of 15 x 15 X 5 mm provide
sufficiently accurate approximation for the peak cen-
tral slab deflection, as compared to the experimental
data [22]. Although more accurate results are obtained
when concrete elements of 12.5 x 12.5 x 5 mm are
employed in the FE analysis, the analysis time is
increased by 70% with respect to the concrete elements
of 15 x 15 x 5 mm. Given the objectives of this
research study and the large number of analysis runs
to be performed, the dimensions of concrete elements
in the rest of FE analysis runs, with a compromise
between analysis time and accuracy, were chosen to be
15 x 15 X 5 mm.

The second component of sensitivity analysis in-
cludes investigation of the influence of the size of area-
segments that are defined to provide a non-uniform
distribution of blast loads across the concrete slab. To
achieve this, the test runs NRC-1, NRC-2, and NRC-3
cited in Table 3 were modeled using area-segments of
different dimensions, namely 75 and 120 mm. These
dimensions were selected as such to be a complete
multiple of the size of concrete elements (i.e., 15x15x5
mm) in the FE mesh. In an additional third analysis
run, the blast load was distributed uniformly all over
the concrete slabs.

Figure 6 gives the absolute value of error in
calculating the peak deflection at the center of concrete
slabs in different analysis runs. As observed, the results
of FE analysis are significantly unacceptable when a
uniform distribution is assumed for blast loads all over
the concrete slab. In such a case, the central deflection
is underestimated by approximately 50%.

The FE analysis results are significantly improved
when the blast load is distributed non-uniformly over
the concrete slabs in conformity with the method
discussed in the previous sub-section. The use of
area segments of 120 mm significantly decreased the
error in estimating the peak central deflections of the
slabs. Further improvement in the accuracy of analysis
(less than 10% error) is obtained with the aid of area
segments of 75 x 75 mm (see Figure 6). As such, the
size of area segments is considered to be 75 x 75 mm
for the FE analysis runs carried out in this research
study.

Size of area segments

Test 75 mm 120 mm Uniform
® NRC-1 5.78% 7.11% 49.22%
NRC-2 9.88% 18.38% 52.42%
NRC-3 7.20% 11.20% 48.30%

Figure 6. The influence of the size of area segments used
for non-uniform distribution of blast loads on the accuracy
of analysis (values reflect the errors achieved in the
evaluation of peak deflection at the center of slab
specimens).

5. Finite-element analysis results and
discussion

Figure 7 includes the error values associated with the
simulation of peak central deflection of the slab speci-
mens in tests NRC-5 and NRC-6. The peak magnitude
and time duration of the blast overpressure in the
FE-analysis are evaluated using a pair of equations
developed by various researchers (see Tables 1 and 2).

Given the scaled distance, Z, of 3 m/kg'/? in
test NRC-5, the magnitudes of peak overpressure using
the equations developed by Brode [11], Henrych [18],
Kinney and Graham [16], and Sadovskiy [19] (see
Table 1) are calculated to be 67, 77.5, 80, and 91 kPa,
respectively. The time duration of overpressure phase
is estimated to be 1.68 ms by Kinney and Graham
model [16], which is the lowest value among the rest
of models shown in Figure 3. According to Figure 7,
the magnitude of error in evaluation of peak deflection
at the center of test NRC-5 is approximately 1.3% in
Kinney and Graham [16] and 5% in Brode [11] model.
The error associated with Sadovskiy [19], simplified
Kingery [20], Henrych [18], and Baker [15] models is
significantly large.

An examination of Figure 7 shows that similar to
test NRC-5, the accuracy of Kinney and Graham [16]
model for test NRC-6 is superior to that of the rest of
models, where the peak central deflection is estimated
with only 1.7% error. It should be noted that the
scaled-distance for NRC-6 is 1.5 m/kg'/3. Brode [11]
model provides the second best estimation of the
deflection by an error value of slightly larger than 5%.

It appears that, for the tests shown in Figure 7,
the simulation of effects of explosion (i.e., the area
under time-pressure curve is called hereafter as “blast-
impact”) is relatively more reasonable in both Kinney
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Figure 7. Accuracy of various models in the simulation of blast loads on test NRC-5 and NRC-6 with scaled-distance
values of 3 and 1.5 m/kgl/?’, respectively. The error values are relevant to the peak central deflection of specimens.

and Graham [16] and Brode [11] models. For test
NRC-5 (Z = 3 m/kg'/?), the blast-impact estimated
by Sadovskiy [19] and Henrych [18] models is ap-
proximately 50% larger than that by Kinney and
Graham [16] model. For this test, Baker [15] and
simplified Kingery [20] models further overestimate the
blast-impact. According to Figure 7, the accuracy
of Baker [15] model is significantly improved for test
NRC-6 (Z = 1.5 m/kg'/?). The overpressure of
Baker [15] model for NRC-6 is slightly smaller than
that of Kinney and Graham [16], and its time duration
is approximately 30% longer. As such, the magnitude
of blast-impact simulated by Baker [15] model for test
NRC-6 is not as unacceptable as that for test NRC-
5. This leads to an approximately 17% error in the
evaluation of the peak central deflection in test NRC-6
that is significantly smaller than 71% error obtained
for test NRC-5.

A close examination of Figure 7 indicates that,
except for Kinney and Graham [16] model, the rest of
models have overestimated the peak central deflection
and the magnitude of blast-impact. The error values
in evaluation of peak deflections at the center of slabs
for tests NRC-1 to NRC-4, NRC-7, and NRC-8, with
7 values ranging from 0.5 to 1.0 m/kg'/?, are less than
11% when the empirical equations developed by Kinney
and Graham [16] are used in evaluation of both peak
magnitude and time duration of overpressure. Results
of the other empirical equations are significantly unac-
ceptable for the aforementioned tests.

The range of scaled distance, Z, for the test
specimens of this research study is between 0.5 to 3
m/kg'/?.  According to Figure 3, for this range of
Z values, Kinney and Graham [16] model provides

a lower bound to the time duration of overpressure
phase of explosion, t4. Accordingly, to increase the
accuracy of analysis, in the rest of FE analysis runs
conducted in this paper, t4 is calculated using Kinney
and Graham [16] model (see Table 2). This is in
contrast with the model used to estimate the peak
overpressure, since, according to Figure 2, the values
of peak overpressure evaluated by various models are
not in general as unacceptable as those of ¢4, especially
for Z values larger than 1 m/kg'/3.

For the tests NRC-1 and NRC-2 shown in Figure 8
and test NRC-4 in Figure 9, the error values in
evaluation of central peak deflection using Brode [11],
Baker [15], and Kinney and Graham [16] models are
between 2% to 15%, which are reasonably low. The
scaled distance, Z, for these tests is between 0.5 to
0.6 m/kg'/?. According to Figure 2 and Table 1,
for this range of Z values, the magnitude of peak
overpressure and, therefore, the blast-impact evaluated
by Brode [11], Baker [15], and Kinney and Graham [16]
equations are comparable. For test NRC-3 with Z of
approximately 7 m/kg'/?, only the results of Kinney
and Graham [16] model are satisfactory.

According to Figure 9, for test NRC-5, the result
of Henrych [18] model is around 5% off. The blast-
impacts simulated by Kinney and Graham [16] and
Henrych [18] models are comparable. Brode [11] model
also provides an accurate result for this test.

Given the Z value of test NRC-6, namely
1.5 m/kg'/?, the magnitudes of peak overpressure
using Kinney and Graham [16] and Sadovskiy [19]
models (Table 1) are calculated to be 393 kPa and
427 kPa, respectively. The magnitude of error in the
evaluation of peak central deflection is approximately
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Figure 8. Error in the prediction of peak central deflection (all of the models use Kinney and Graham [16] time duration,
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Figure 9. Error in the prediction of peak central deflection (all of the models use Kinney and Graham [16] time duration,

ta, in the analysis; Z values are between 0.5 and 3.0 m/kg'/?).

6.4% when the peak overpressure is calculated using
Sadovskiy [17] model. This suggests that the model
has been able to reasonably simulate the blast-impact
for test NRC-6. As with the previous test, for NRC-6,
the results obtained by Kinney and Graham [16] model
are superior to those by the rest of models presented
in this research study.

Figure 10 contains the analysis results of tests
NRC-7 and NRC-8 with Z values of 0.93 and 0.75,
respectively. For both tests, the magnitude of error
in the prediction of peak central deflection is minimal
(around 9% to 11%) when the peak overpressure is

calculated using Kinney and Graham [16] model. The
results of the other models are significantly unsatisfac-
tory. It should be noted that the results of Newmark
and Hansen [30], Held [31], Mills [32], and Bajic [33] are
excluded in Figures 8-10 due to their significantly large
error values in prediction of peak central deflection.

A close examination of Figures 8-10 indicates that
the use of Kinney and Graham [16] time duration,
ty, generally improves the efficiency of various mod-
els in the simulation of the peak overpressure and,
therefore, the blast-impact. However, when Kinney
and Graham [16] peak overpressure together with
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Figure 10. Error in the prediction of peak central deflection (all of the models use Kinney and Graham [16] time
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their t; is employed to carry out the analysis, the
results will be more accurate than the experimental
results. To further examine the efficiency of Kinney
and Graham [16] model in the simulation of blast load
effects, the damage patterns of tests NRC-1 to NRC-
4 are evaluated via FE analysis and, then, compared
with experimental observations. It should be noted
that among the tests listed in Table 3, the damage
pattern has been reported only for these four tests.

According to Figure 11(a) and (b), the FE analy-
sis could not predict the few longitudinal cracks formed
on the top face, in addition to the mid-span crack (see
Figure 11(a)). It is postulated that, in the FE model,
the slab specimen has been subjected to slightly smaller
overpressure, as compared to its status in reality. As
such, the damage pattern simulated in the analysis
has not been as severe as that in the experimental
observations.

The severe spalling at the mid span of the spec-
imen (Figure 11(c)) has been well predicted by the
FE analysis (Figure 11(d)). The radius of spalling
in the experimental test has been reported [9] to be
approximately 50 mm. The FE analysis predicts a
spalling radius of 45 mm, which is around 10% lower
than the experimental observations. Another difference
is the excessive level of damage that is observed in
the FE analysis at the two opposite edges of the slab
near the supports as the support condition in the FE
analysis is more rigid than that in the experiment.

Figure 12 shows the damages occurred in test
NRC-2. In the FE analysis, a major crack has occurred
at the mid span of the slab that is consistent with
experimental observations. Additionally, a number of
cracks have been formed on a circular region around the
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(d) Bottom face (FE-analysis)

(c) Bottom face (experiment)

Figure 11. Comparisons of numerical and experimental
[26] damage patterns occurred in test NRC-1.

center of the slab. The damage pattern on the bottom
surface of the slab includes spalling of concrete cover
over a radius of approximately 85 mm at the center
of the slab together with longitudinal and curvilinear
cracks (Figure 12(c)). The spalling area in the FE
analysis acquires a radius of 75 mm that is less than
12% and smaller than the experimental observation.
Although a significantly large area of the slab is shown
to be damaged, the longitudinal cracks are not visible
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Figure 12. Comparisons of numerical and experimental
[26] damage patterns occurred in test NRC-2.
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Figure 13. Comparisons of numerical and experimental
[5] damage patterns occurred in test NRC-3.

in the FE model. These relatively undermined damages
occur because the blast-overpressure is slightly under-
estimated in the FE analysis, as compared to their
status in reality.

Figure 13 includes the damages occurred in test
NRC-3. As seen in Figure 13(a), overall, the level of
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Figure 14. Comparisons of numerical and experimental
[26] damage patterns occurred in test NRC-4.

damage on the top surface is negligible. The minor
cracks at the central region of the slab have been well
simulated by the FE analysis (Figure 13(b)). However,
due to fully rigid boundary conditions defined in the
FE model, the supported edges of the slab have experi-
enced further damage, as compared to the experimental
observation. According to Figure 13(c), the damage
pattern on the bottom face of the slab is composed of
minor spalling of concrete cover at the center together
with a longitudinal crack of approximately 5 mm width,
partially developed at the mid span. The FE analysis
predicts the damaged area at the center of the slab.

Figure 14(a) contains the damages occurred on
the top face of the slab in test NRC-4. Due to the
significant flexural deformations that occurred under
the relatively massive explosion, a small portion of the
concrete cover has been broken up at the center of
the slab. A similar damage pattern can be obtained
from the FE analysis. As seen in Figure 14(b), the
FE analysis simulates the central damaged area as well
as the longitudinal crack at the mid span of the slab
specimen. The circular cracks are formed around the
center of the slab at a relatively greater radius, in
comparison to the experimental observation.

Figure 14(c) indicates the damage pattern on
the bottom surface of the slab in the experimen-
tal study [22]. The damage characteristics include
significant spalling of concrete cover (at a radius of
approximately 120 mm) and a number of cracks that
propagate outward from the center of the slab. The
FE model simulates the damaged area at the center of
the slab (at a radius of approximately 110 mm) as well
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Table 6. Comparison of the Finite-Element (FE) and experimental studies.

FE analysis results

using Kinney and Graham [16]

Experimental results Error in numerical

.. . [5,26] analysis
empirical relations
Central . Central Spall Central Spall
. Spall radius . . . .
Test Slab  deflection, § deflection, § radius deflection, § radius
(mm)
name  (mm) (mm)  (mm) (mm)  (mm)
NRC-1 A 8.48 45 9 50 -5.8% -10%
NRC-2 A 23.43 75 26 85 -9.9% -11.8%
NRC-3 B 9.28 N/A 10 N/A -7.2% N/A
NRC-4 C 17.33 110 19 120 -8.8% -8.3%

l.‘
(a) Test NRC-1
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(b) Test NRC-2

(c) Test NRC-3

T

s [}
(d) Test NRC-4

Figure 15. Cross-section of the deformed and damaged
concrete slabs in tests NRC-1 to NRC-4.

as the outward propagation of flexural cracks on the
center of the bottom face of slab specimen. The smaller
damage area is likely associated with the fact that
the blast-overpressure in the FE analysis is relatively
underestimated. An interesting feature of comparison
is the formation of flexural cracks that are originated
from the center and propagate toward the corners of
the slab. These diagonal cracks are observed in both
of the experimental (Figure 14(c)) and FE analysis
(Figure 14(d)) studies. The FE analysis shows the
formation of cracks close to the supported edges of the
slab. It is postulated that, during the testing program,
the rotational boundary condition of the slab at its
supports has not been fully restrained as opposed to
the FE modeling.

Figure 15(a) to (d) show the cross-section of
concrete slabs NRC-1 to NRC-4, respectively, after
the explosions. As observed, the vertical deflection
of the slabs and the spalling regions of concrete are
simulated in the FE model proposed in this paper.
The permanent deformation at the center of the slab

and the radius of concrete spalling region are shown in
Table 6.

Table 6 compares the numerical and experimental
magnitudes of peak deflection and the spall radius
occurred at the center of slab specimens. According to
the data cited in this table, the error in the prediction
of deflections is less than 11%. The spall radius on
the bottom surface of the slab specimens has been
simulated with less than 12% error. These levels of
accuracy are sufficient for many practical applications.
Furthermore, a close examination of Figures 11-14
suggests that, in general, reasonable agreement exists
between the damage pattern observed in the experi-
mental studies and the results of FE analysis for tests
NRC-1 to NRC-4. As such, the performance of Kinney
and Graham [16] model in the prediction of peak
overpressure and time duration of blast load for the
scaled distances of less than 3 m/kg'/? (the focus of
this paper) is deemed satisfactory.

When comparing the results of FE analysis with
those of experimental studies, one should note that,
in addition to the peak-magnitude and time dura-
tion of blast-overpressure Kinney and Graham [16],
a number of other factors influence the accuracy of
analysis. These additional factors include the mag-
nitude of ambient pressure, the time decay model
used for blast peak overpressure, constitutive models
employed for concrete and steel materials, size of finite-
element mesh, and the boundary conditions of slab
specimens.

6. Conclusions

The effective simulation of blast overpressure is a
key requirement for response analysis or design of
structures that are subjected to explosive incidents.
The design calculation in such cases involves the use of
one or a number of empirical models that are employed
to simulate the peak magnitude and time duration of
blast overpressure on the basis of the mass of explosive
material (or the charge weight, W) and its standoff
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distance, R, from the structure. In blast engineering,
these two parameters are typically combined in a single
parameter called “scaled distance”, which is defined as
7 = R/W'/3. A relatively large inventory of models to
simulate the blast loading effects currently exists in the
literature. However, the outcomes of these models may
be widely dispersed for a given structure and a given Z.
The main objective of this paper was to examine the
effectiveness of various empirical models in simulating
the blast load on structures that were subjected to
the explosions with Z < 3 m/kg'/?. To achieve the
research objectives, the blast responses of eight vari-
ous concrete slabs were investigated numerically using
Finite-Element (FE) analysis. A simplified approach
was developed to simulate the nonlinear distribution
of blast overpressure across the concrete slabs. The
results of FE analysis runs, including the peak central
deflection of the slabs, and the pattern of damages
induced on the top and bottom faces of the slabs
were evaluated and, then, compared with previous
experimental results available in the literature. Given
the range of 0.5 to 3.0 m/kg'/? of Z values as the focus
of this paper, the main conclusions of this research
study are as follows:

¢ The time duration of overpressure phase of explosion
can be effectively estimated using the empirical
models developed by Kinney and Graham [16] as
well as Brode [11]. Kinney and Graham [16] model
was found to be more accurate than that of Brode
[11] model;

e The time duration evaluated by Kinney and Gra-
ham [16] provided a lower bound to the other
empirical models studied in this paper;

e The use of Kinney and Graham [16] time duration
in conjunction with the peak overpressure evaluated
by the other empirical models significantly improved
the effectiveness of the empirical models in blast load
simulation;

e The simplified approach developed in this paper was
found to be effective in simulating the nonuniform
distribution of blast overpressure across the concrete
slabs;

e The magnitudes of error in the evaluation of peak
central deflection of the slabs were minimal (less
than 10%) when both the peak magnitude and time
duration of overpressure were evaluated by the pair
of empirical equations developed by Kinney and
Graham [16];

e In general, all of the empirical models, excluding
Kinney and Graham [16] model, overestimated the
blast-impact (area under time-overpressure curve)
for the concrete slabs studied in this paper;

e Among all of the empirical models investigated in
this paper, the empirical equations developed by

Kinney and Graham [16] were found to be efficient in
the evaluation of peak magnitude and time duration
of blast overpressure phase when scaled distance 7
was less than 3 m/kg'/?;

e Overall, good agreement was found between the
FE analysis results and the experimental studies in
terms of the damage pattern including the radius of
spalling area of concrete cover on the back of the
slabs and the orientation of cracks formed on both
sides of the slabs.
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