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Abstract. Soft set theory acts as a fundamental tool for handling the uncertainty in
the data by adding a parameterized factor during the process unlike fuzzy as well as
intuitionistic fuzzy set theory. In this manuscript, an attempt has been made to compare
two Intuitionistic Fuzzy Soft Numbers (IFSNs) and then weighted averaging and geometric
aggregation operators for aggregating the di�erent input arguments have been presented.
Further, their various properties have been established. The e�ectiveness of these operators
has been demonstrated through a case study.
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1. Introduction

Molodtsov [1] initially presented the concept of Soft
Set (SS) theory as a fundamental tool for modeling
the uncertainty and vague data. Various traditional
tools, including, but not limited to, Fuzzy Set (FS)
theory [2], Intuitionistic Fuzzy Set (IFS) theory [3]
etc., have been widely used by the researchers [4-
15] to handle the uncertainties during the analysis.
However, all these techniques lack parameterizations
tool and hence they cannot be e�ectively applied in
real life problems. To handle these issues, SS theory
pays a great attention to and successfully deals with
these types of conditions. Maji et al. [16] and Maji
et al. [17] combined the theory of SS with the fuzzy
and intuitionistic fuzzy set theories and called them
Fuzzy Soft Set (FSS) and Intuitionistic Fuzzy Soft
Set (IFSS), respectively. Meanwhile, the study of
hybrid models by combining SS with the others has
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been developed such as on fuzzy soft set [18,19], intu-
itionistic fuzzy soft sets [16,20], generalized fuzzy soft
set [21,22], generalized intuitionistic fuzzy soft set [23-
26], fuzzy number intuitionistic fuzzy soft sets [27],
etc. [28-33]. Furthermore, various researchers [34-37]
have proposed several types of distance and similar-
ity measures under FSS and/or IFSS environments.
Roy and Maji [38] presented an approach to deci-
sion making problems under FSS environment. Yang
et al. [33] analyzed the problem of decision making
by introducing the concept of interval-valued soft
sets.

Thus, by considering the fact that the IFSS
is a powerful tool to deal with the ambiguity and
vagueness of the data, the present paper will introduce
new averaging/geometric intuitionistic fuzzy soft ag-
gregation operators based on intuitionistic fuzzy soft
numbers (IFSNs). Their advantage is being capable
to facilitate the descriptions of the real-world situation
with the help of their parameterizations property. In
order to rank the di�erent alternatives, having an
aggregation operator is necessary to aggregate all the
preferences of the decision maker into a collective value
and hence to �nd a desirable alternative(s) according
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to the score values. However, to the best of our
knowledge, the research on FSS and IFSS is limited
to their basic theories and applications and there is
no research on their aggregation information. There-
fore, it is necessary to investigate this issue; we will
propose some suitable operators for aggregating the
preferences of the decision makers. Various desirable
properties of the proposed operators have also been
investigated in details. Furthermore, an approach for
Multi-Criteria Decision Making (MCDM) method has
been discussed based on these operators and their
e�ectiveness has been explained through a case study of
medical diagnosis, where the most desirable alternative
has been identi�ed under the set of di�erent criteria.
Finally, the computed results are compared with the
results of the existing operators to show their e�ective-
ness.

The rest of the manuscript is organized as follows.
Section 2 presents some basic concepts on FSS and
IFSSs. Some averaging/geometric aggregation opera-
tors are presented in Section 3. Section 4 discusses the
MCDM approach based on the proposed operators for
IFSNs, followed by an illustrative example. Finally, a
conclusion has been drawn in Section 5.

2. Basic concepts on FSS and IFSS

Let U be the universal set and E be a set of parameters
then the soft set over U [1] is de�ned as the pair (F;E)
where F : E ! KU , KU is the set of all subsets of
U . Further, this pair is called FSS [16] over U i� F :
E ! IU , IU is the set of all fuzzy subsets of U , which
is de�ned as Fej = fhx; �j(x)i j x 2 Ug. For any
parameter ej , FSS reduces to SS if Fej is a crisp subset
of U .

Example 2.1.

Let U = fh1; h2; h3; h4g be a set of four houses and
E = f\expensive (e1)", \wooden (e2)", \cheap (e3)",
\beautiful (e4)", \in good location (e5)"g be a set
of parameters; then, the FSS for describing the \at-
tractiveness of the houses" is (F;E) = fFe1 ; Fe2 ; Fe3 ;
Fe4 ; Fe5g, where Fe1 =

�h(h2; 0:2); (h3; 0:7)i	, Fe2 =�h(h1; 0:6); (h3; 0:7); (h4; 0:9)i	, Fe3 =
�h(h1; 0:3); (h4;

0:5)i	, Fe4 =
�h(h1; 0:6), (h2; 0:9), (h3; 0:7)i	 and Fe5

=
�h(h2; 0:7), (h4; 0:6)

	
.

On the other hand, a pair (F;E) is called an
IFSS [16] over U i� F : E ! IFS(U), where IFS(U)
denotes the set of all intuitionistic fuzzy subsets of
U and is de�ned as Fej (xi) = fhxi; �j(xi); �j(xi)i j
xi 2 Ug for any parameter ej 2 E, where �j(xi)
and �j(xi) are degrees of acceptance and rejection,
respectively, with the conditions 0 � �j(xi); �j(xi) � 1
and �j(xi) + �j(xi) � 1.

Example 2.2.

Consider the above example of \attractiveness of the
houses"under the same parameter; IFSS can be written
as:

(F;E) = fFe1 ; Fe2 ; Fe3 ; Fe4 ; Fe5g;
where:

Fe1 =
�h(h2; 0:2; 0:4); (h3; 0:7; 0:1)i	;

Fe2 =
�h(h1; 0:6; 0:3); (h3; 0:7; 0:2); (h4; 0:9; 0:1)i	;

Fe3 =
�h(h1; 0:3; 0:5); (h4; 0:5; 0:3)i	;

Fe4 =
�h(h1; 0:6; 0:3); (h2; 0:9; 0:0); (h3; 0:7; 0:2)i	;

Fe5 =
�h(h2; 0:7; 0:2); (h4; 0:6; 0:2)i	:

For the sake of simplicity, we denote the pair
of Fej (xi) = fhxi; �j(xi); �j(xi)i j xi 2 Ug to be
Feij = h�ij ; �iji and call it intuitionistic fuzzy soft
number (IFSN). In the process of applying IFSNs to
practical problems, it is necessary to rank them. For
this, a score function of Feij is de�ned as [39]:

S(Feij ) = �ij � �ij ; (1)

where S(Feij ) 2 [�1; 1]. In this de�nition, it can be
seen that the larger S(Feij ), the larger is IFSN Feij .

Example 2.3.

Let Fe11 = h0:4; 0:2i and Fe12 = h0:3; 0:5i be two
IFSNs; then, by using Eq. (1), we get S(Fe11) = 0:2
and S(Fe12) = �0:2. Since S(Fe11) > S(Fe12), we have
F6e11 � Fe12 , where \�" refers to \preferred to".

However, in some situations, the above function
cannot be used to compare IFSNs. For example,
let Fe11 = h0:2; 0:4i and Fe12 = h0:3; 0:5i; then, it
is impossible to know which one is bigger because
S(Fe11) = S(Fe12). For this, an accuracy function H
of Feij is de�ned as [39]:

H(Feij ) = �ij + �ij ; (2)

where H(Feij ) 2 [0; 1]. Thus, in order to compare
two IFSNs Feij and Geij , the following ranking and
comparison laws for two IFSNs are de�ned:

(i) If S(Feij ) > S(Geij ), then Feij � Geij ;
(ii) If S(Feij ) = S(Geij ), then:

� If H(Feij ) > H(Geij ) then Feij � Geij ;
� If H(Feij ) = H(Geij ) then Feij = Geij .
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3. Aggregation operators for intuitionistic
fuzzy soft numbers

In this section, an aggregation operators, namely, intu-
itionistic fuzzy soft weighted average and intuitionistic
fuzzy soft weighted geometric, for intuitionistic fuzzy
soft numbers have been presented.

3.1. Operational laws for IFSNs
De�nition 3.1. Let Fe = h�; �i, Fe11 = h�11; �11i;
Fe12 = h�12; �12i be three IFSNs; for any real number
� > 0, by algebraic norms, we have:

(i) Fe11 � Fe12 = h�11 + �12 � �11�12; �11�12i;
(ii) Fe11 
 Fe12 = h�11�12; �11 + �12 � �11�12i;
(iii) � Fe = h1� (1� �)�; ��i;
(iv) F�e = h��; 1� (1� �)�i.

Based on these laws, some averaging and geomet-
ric aggregation operators, for a collections of IFSNs
denoted by 
, have been de�ned here.

3.2. Intuitionistic Fuzzy Soft Weighted
Average (IFSWA) operator

De�nition 3.2. Let Feij = h�ij ; �iji; (i = 1; 2; : : : ;
n; j = 1; 2; : : : ;m) be an IFSNs and �j ; �i be the
weight vectors for the parameters ej 's and experts xi,
respectively; satisfying �j > 0, �i > 0 and

Pm
j=1 �j = 1,

nP
i=1

�i = 1, IFSWA : 
n �! 
 operator is de�ned as:

IFSWA(Fe11 ; Fe12 ; : : : ; Fenm) =
mM
j=1

�j
� nM
i=1

�iFeij
�
:

Theorem 3.1. Let Feij = h�ij ; �iji; i = 1; 2; : : : ;
n; j = 1; 2; : : : ;m, be an IFSNs; the aggregated value
by IFSWA operator is also an IFSN, and given by:

IFSWA(Fe11 ; Fe12 ; : : : ; Fenm)

=
D

1�
mY
j=1

� nY
i=1

(1��ij)�i
��j

;
mY
j=1

� nY
i=1

��iij

��jE
:
(3)

Proof. For n = 1, we get �1 = 1. Thus, by using an
operations law de�ned in De�nition 3.1, we have:

IFSWA(Fe11 ; Fe12 ; : : : ; Fe1m) =
mM
j=1

�jFe1j

=
D

1�
mY
j=1

(1� �1j)�j ;
mY
j=1

��j1j

E
=
D

1�
mY
j=1

� 1Y
i=1

(1��ij)�i
��j

;
mY
j=1

� 1Y
i=1

��iij

��jE
:

For m = 1, we get �1 = 1; thus, we have:

IFSWA(Fe11 ; Fe21 ; : : : ; Fen1) =
nM
i=1

�iFei1

=
D

1�
nY
i=1

(1� �i1)�i ;
nY
i=1

��ii1
E

=
D

1�
1Y
j=1

� nY
i=1

(1� �ij)�i
��j

;

1Y
j=1

� nY
i=1

��iij

��jE
:

Thus, the results are true for n = 1 and m = 1. Assume
the results hold for m = k1 +1; n = k2 and m = k1; n =
k2 + 1, i.e.:

k1+1M
j=1

�j
� k2M
i=1

�iFeij
�

=
D

1�
k1+1Y
j=1

� k2Y
i=1

(1� �ij)�i
��j

;

k1+1Y
j=1

� k2Y
i=1

��iij

��jE
;

and:
k1M
j=1

�j
� k2+1M
i=1

�iFeij
�

=
D

1�
k1Y
j=1

� k2+1Y
i=1

(1� �ij)�i
��j

;

k1Y
j=1

� k2+1Y
i=1

��iij

��jE
:

Now, for m = k1 + 1; n = k2 + 1, we get:

k1+1M
j=1

�j
� k2+1M
i=1

�iFeij
�

=
k1+1M
j=1

�j

� k2M
i=1

�iFeij � �k2+1Fe(k2+1)j

�
=
k1+1M
j=1

k2M
i=1

�j�iFeij
k1+1M
j=1

�j�k2+1Fe(k2+1)j

=
D

1�
k1+1Y
j=1

� k2Y
i=1

(1� �ij)�i
��j � 1

�
k1+1Y
j=1

�
(1� �(k2+1)j)�k2+1

��j
;

k1+1Y
j=1

� k2Y
i=1

��iij

��j � k1+1Y
j=1

�
��k2+1

(k2+1)j

��jE
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=
D

1�
k1+1Y
j=1

� k2+1Y
i=1

(1� �ij)�i
��j

;

k1+1Y
j=1

� k2+1Y
i=1

��iij

��jE
:

Thus, it is true for m = k1 + 1 and n = k2 + 1, and
hence, by induction, the results holds for all m;n � 1.

Since 0 � �ij � 1 , 0 � nQ
i=1

(1 � �ij)�i � 1,

, 0 � mQ
j=1

�
nQ
i=1

(1 � �ij)�i
��j � 1 and thus, 0 �

1� mQ
j=1

�
nQ
i=1

(1��ij)�i
��j � 1. On the other hand, 0 �

�ij � 1 , 0 � nQ
i=1

��iij � 1 , 0 � mQ
j=1

�
nQ
i=1

��iij

��j � 1.

Finally, 1� mQ
j=1

�
nQ
i=1

(1��ij)�i
��j

+
mQ
j=1

�
nQ
i=1

��iij

��j �
1� mQ

j=1

�
nQ
i=1

(1� �ij)�i
��j

+
mQ
j=1

�
nQ
i=1

(1� �ij)�i
��j �

1. Thus, the aggregated value obtained by IFSWA
operator is again an IFSN.

Remark 3.1. If the only parameter is e1, i.e., m = 1,
then IFSWA operator reduces to IFWA operator [39]:

IFWA(Fe11 ; Fe21 ; : : : ; Fen1)

=
D

1�
nY
i=1

(1� �i1)�i ;
nY
i=1

��ii1
E
:

Thus, it is concluded that the aggregation operator
de�ned under IFS environment is taken as a special
case of the proposed operator.

Example 3.1.

Let X = fx1; x2; x3; x4g be the set of experts, who
are going to describe the \attractiveness of a house"
under the set of parameters E = fe1; e2; e3g. The
rating values of the experts are assumed to be given
in the form of IFSNs (F;E) = h�ij ; �iji4�3 for each
parameters, which are summarized as follows:

e1 e2 e3

(F;E) =

x1
x2
x3
x4

2664h0:8; 0:1i h0:5; 0:3i h0:4; 0:5ih0:4; 0:3i h0:3; 0:5i h0:7; 0:2i
h0:7; 0:1i h0:8; 0:2i h0:5; 0:1i
h0:3; 0:5i h0:5; 0:2i h0:6; 0:1i

3775
Let � = (0:3; 0:5; 0:2)T and � = (0:1; 0:2; 0:4; 0:3)T
be the weight vectors of the parameters and experts,
respectively. By using Eq. (3), we get:

IFSWA(Fe11 ; Fe12 ; : : : ; Fe43)

=
D

1�
3Y
j=1

� 4Y
i=1

(1� �ij)�i
��j

;

3Y
j=1

� 4Y
i=1

��iij
��jE

=

*
1�
 �

(1�0:8)0:1(1�0:4)0:2

(1� 0:7)0:4(1� 0:3)0:3
�0:3�

(1� 0:5)0:1

(1� 0:3)0:2(1� 0:8)0:4(1� 0:5)0:3
�0:5

�
(1� 0:4)0:1(1� 0:7)0:2(1� 0:5)0:4

(1� 0:6)0:3
�0:2

!
;
�

0:10:10:30:20:10:40:50:3
�0:3

�
0:30:10:50:20:20:40:20:3

�0:5

�
0:50:10:20:20:10:40:10:3

�0:2
+

= h0:6017; 0:2073i:
Based on Theorem 3.1, we have some properties

of the proposed IFSWA operator for a collections of an
IFSNs Feij = h�ij ; �iji(i = 1; 2; : : : ; n; j = 1; 2; : : : ;m).

Property 3.1 (Idempotency). If Feij = Fe = h�; �
i (say), for all i; j, then:

IFSWA(Fe11 ; Fe12 ; : : : ; Fenm) = Fe:

Proof. Since all Feij = Fe = h�; �i, then we have:

IFSWA(Fe11 ; Fe12 ; : : : ; Fenm)

=

*
1�

mY
j=1

� nY
i=1

(1� �)�i
��j

;

mY
j=1

� nY
i=1

��i
��j+

=

*
1

�
�

(1� �)
nP
i=1

�i
� mP
j=1

�j
;
�
�
nP
i=1

�i
� mP
j=1

�j
+

=


1� (1� �); �

�
= h�; �i = Fe:

Hence, proof is complete.



R. Arora and H. Garg/Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 931{942 935

Property 3.2 (Boundedness). Let F�eij =



min
j

min
i
f�ijg;max

j
max
i
f�ijg� and F+

eij =



max
j

max
i
f�ijg;

min
j

min
i
f�ijg�; then:

F�eij � IFSWA(Fe11 ; Fe12 ; : : : ; Fenm) � F+
eij :

Proof. As Feij = h�ij ; �iji is an IFSN, then min
j

min
if�ijg � �ij � max

j
max
i
f�ijg; this implies that:

1�max
j

max
i
f�ijg � 1� �ij � 1�min

j
min
i
f�ijg

, (1�max
j

max
i
f�ijg)�i � (1� �ij)�i

� (1�min
j

min
i
f�ijg)�i , 1�max

j
max
i
f�ijg

�
nY
i=1

(1� �ij)�i � 1�min
j

min
i
f�ijg

, (1�max
j

max
i
f�ijg)

mP
j=1

�j�
mY
j=1

� nY
i=1

(1��ij)�i
��j

� (1�min
j

min
i
f�ijg)

mP
j=1

�j
;

i.e.:

, 1�max
j

max
i
f�ijg �

mY
j=1

� nY
i=1

(1� �ij)�i
��j

� 1�min
j

min
i
f�ijg:

Hence:

min
j

min
i
f�ijg � 1�

mY
j=1

� nY
i=1

(1� �ij)�i
��j

� max
j

max
i
f�ijg: (4)

On the other hand, min
j

min
i
f�ijg � �ij � max

j
max
if�ijg; this implies:

(min
j

min
i
f�ijg)

nP
i=1

�i �
nY
i=1

��iij � (max
j

max
i
f�ijg)

nP
i=1

�i

, min
j

min
i
f�ijg �

nY
i=1

��iij � max
j

max
i
f�ijg

, (min
j

min
i
f�ijg)�j �(

nY
i=1

��iij )�j �(max
j

max
i
f�ijg)�j

, (min
j

min
i
f�ijg)

mP
j=1

�j �
mY
j=1

(
nY
i=1

��iij )�j

� (max
j

max
i
f�ijg)

mP
j=1

�j
;

and hence, we have:

min
j

min
i
f�ijg �

mY
j=1

(
nY
i=1

��iij )�j � max
j

max
i
f�ijg: (5)

Let � � IFSWA(Fe11 ; Fe12 ; : : : ; Fenm)=h��; ��i;
then, we have from Eqs. (4) and (5), min

j
min
i
f�ijg �

�� � max
j

max
i
f�ijg and min

j
min
i
f�ijg � �� � max

j
max
i
f�ijg. Thus, by de�nition of score function, we

get:

S(�) =�� � �� � max
j

max
i
f�ijg

�min
j

min
i
f�ijg = S(F+

eij );

S(�) =�� � �� � min
j

min
i
f�ijg

�max
j

max
i
f�ijg = S(F�eij ):

In that direction, the following cases are considered:

- Case 1: If S(Feij ) < S(F+
eij ) and S(Feij ) > S(F�eij ),

then, by comparison laws between two IFSNs, we
have:
F�eij < IFSWA(Fe11 ; Fe12 ; : : : ; Fenm) < F+

eij :

- Case 2: If S(Feij ) = S(F+
eij ), i.e. �� � �� =

max
j

max
i
f�ijg � min

j
min
i
f�ijg, then by the above

inequalities, we have �� = max
j

max
i
f�ijg and �� =

min
j

min
i
f�ijg. Thus:

H(�) = �� + �� = max
j

max
i
f�ijg+ min

j
min
i
f�ijg

= H(F+
eij );

then, by comparison laws between two IFSNs, we
have:
IFSWA(Fe11 ; Fe12 ; : : : ; Fenm) = F+

eij :

- Case 3: If S(Feij ) = S(F�eij ) i.e. �� � �� =
min
j

min
i
f�ijg � max

j
max
i
f�ijg, then by the above

inequalities, we have �� = min
j

min
i
f�ijg and �� =

max
j

max
i
f�ijg. Thus:

H(�) = �� + �� = min
j

min
i
f�ijg+ max

j
max
i
f�ijg

= H(F�eij );
then, it follows that:

IFSWA(Fe11 ; Fe12 ; : : : ; Fenm) = F�eij :
Hence, property holds.
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Property 3.3 (Shift-invariance). If Fe = h�; �i is
another IFSN, then:

IFSWA(Fe11 � Fe; Fe12 � Fe; : : : ; Fenm � Fe)
= IFSWA(Fe11 ; Fe12 ; : : : ; Fenm)� Fe:

Proof. As Fe and Feij are IFSNs, so Fe � Feij = h1
�(1� �)(1� �ij); ��iji. Therefore:

IFSWA(Fe11 � Fe; Fe12 � Fe; : : : ; Fenm � Fe)

=
mM
j=1

�j
� nM
i=1

�i(Feij � Fe)
�

=
D

1�
mY
j=1

� nY
i=1

(1� �ij)�i(1� �)�i
��j

;

mY
j=1

� nY
i=1

��iij �
�i
��jE

=
D

1� (1� �)
mY
j=1

� nY
i=1

(1� �ij)�i
��j

;

�
mY
j=1

� nY
i=1

��iij
��jE

=
D

1�
mY
j=1

� nY
i=1

(1� �ij)�i
��j

;

mY
j=1

� nY
i=1

(�ij)�i
��jE� D�; �E

= IFSWA(Fe11 ; Fe12 ; : : : ; Fenm)� Fe:
Hence, the property holds.

Property 3.4 (Homogeneity). For any real num-
ber � > 0, we have:

IFSWA(�Fe11 ; �Fe12 ; : : : ; �Fenm)

= � IFSWA(Fe11 ; Fe12 ; : : : ; Fenm):

Proof. For IFSN Feij and real number � > 0, we
have �Feij = h1� (1� �ij)�; ��iji. Therefore:

IFSWA(�Fe11 ; �Fe12 ; : : : ; �Fenm)

=
D

1�
mY
j=1

� nY
i=1

(1� �ij)��i
��j

;

mY
j=1

� nY
i=1

���iij

��jE
=
D

1�
 

mY
j=1

� nY
i=1

(1� �ij)�i
��j!�

;

 
mY
j=1

� nY
i=1

��iij
��j!�E

= � IFSWA(Fe11 ; Fe12 ; : : : ; Fenm):

Hence, the property holds.

3.3. Intuitionistic Fuzzy Soft Weighted
Geometric (IFSWG) operator

De�nition 3.3. Let Feij = h�ij ; �iji; be an IFSN
and �j , �i be the standardized weight vectors for the
parameters ej 's and experts xi's respectively; IFSWG
operator is de�ned as:

IFSWG(Fe11 ; Fe12 ; : : : ; Fenm) =
mO
j=1

 
nO
i=1

F �ieij

!�j
:

Theorem 3.2. The value obtained by using IFSWG
operator is still an IFSN and given by:

IFSWG(Fe11 ; Fe12 ; : : : ; Fenm) =
D mY
j=1

� nY
i=1

��iij

��j
;

1�
mY
j=1

� nY
i=1

(1� �ij)�i
��jE

: (6)

Proof. For n = 1, we have �1 = 1; by operations law
given in De�nition 3.1, we have:

IFSWG(Fe11 ; Fe12 ; : : : ; Fe1m) =
mO
j=1

F �je1j

=
D mY
j=1

��j1j ; 1�
mY
j=1

(1� �1j)�j
E

=
D mY
j=1

� 1Y
i=1

��iij

��j
; 1�

mY
j=1

� 1Y
i=1

(1� �ij)�i
��jE

:

For m = 1, we have �1 = 1; and then from De�ni-
tion 3.3, we get:

IFSWG(Fe11 ; Fe21 ; : : : ; Fen1) =
nO
i=1

F �iei1

=
D nY
i=1

��ii1; 1�
nY
i=1

(1� �i1)�i
E



R. Arora and H. Garg/Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 931{942 937

=
D 1Y
j=1

� nY
i=1

��iij

��j
; 1�

1Y
j=1

� nY
i=1

(1��ij)�i
��jE

:

Assume the result holds for m = k1 + 1; n = k2 and
m = k1; n = k2 + 1, i.e.:

k1+1O
j=1

� k2O
i=1

F �ieij
��j

=
D k1+1Y
j=1

� k2Y
i=1

��iij

��j
; 1

�
k1+1Y
j=1

� k2Y
i=1

(1� �ij)�i
��jE

;

and:

k1O
j=1

� k2+1O
i=1

F �ieij
��j

=
D k1Y
j=1

� k2+1Y
i=1

��iij

��j
; 1

�
k1Y
j=1

� k2+1Y
i=1

(1� �ij)�i
��jE

:

Now, for m = k1 + 1; n = k2 + 1:

k1+1O
j=1

� k2+1O
i=1

F �ieij
��j

=
k1+1O
j=1

� k2O
i=1

F �ieij 
 F �k2+1
e(k2+1)j

��j
=
k1+1O
j=1

� k2O
i=1

F �ieij
��j k1+1O

j=1

�
F �k2+1
e(k2+1)j

��j
=
D k1+1Y
j=1

� k2Y
i=1

��iij

��j 
 k1+1Y
j=1

�
��k2+1

(k2+1)j

��j
; 1

�
k1+1Y
j=1

� k2Y
i=1

(1� �ij)�i
��j 
 1

�
k1+1Y
j=1

�
(1� �(k2+1)j)�k2+1

��jE
=
Dk1+1Y
j=1

� k2+1Y
i=1

��iij

��j
; 1�

k1+1Y
j=1

� k2+1Y
i=1

(1� �ij)�i
��jE

:

Therefore, Eq. (6) is true for m = k1 + 1 and n =
k2 + 1 and hence, by induction, it holds for all positive
integers m;n � 1.

Since 0 � �ij � 1 , 0 � nQ
i=1

(1 � �ij)�i � 1,

, 0 � mQ
j=1

�
nQ
i=1

(1��ij)�i
��j � 1, 0 � 1� mQ

j=1

�
nQ
i=1

(1�
�ij)�i

��j � 1. On the other hand, 0 � �ij � 1 , 0 �

nQ
i=1

��iij � 1, 0 � mQ
j=1

�
nQ
i=1

��iij

��j � 1. Finally:

mY
j=1

� nY
i=1

��iij

��j
+ 1�

mY
j=1

� nY
i=1

(1� �ij)�i
��j

� 1�
mY
j=1

� nY
i=1

(1� �ij)�i
��j

+
mY
j=1

� nY
i=1

(1� �ij)�i
��j � 1:

Thus, the aggregated value obtained by IFSWG oper-
ator is again an IFSN.

Example 3.2. Let X = fx1; x2; x3; x4g, the set of
experts whose weight vector is � = (0:1; 0:2; 0:4; 0:3)T ,
give their preferences for describing the \attractiveness
of a house" on certain parameters E = fe1; e2; e3g
with weight � = (0:3; 0:5; 0:2)T . The experts give
their preference values in terms of IFSNs, which are
represented in terms of decision matrix (F;E) as:

e1 e2 e3

(F;E) =

x1
x2
x3
x4

2664h0:7; 0:2i h0:4; 0:1i h0:6; 0:1ih0:7; 0:1i h0:5; 0:3i h0:3; 0:6i
h0:6; 0:1i h0:5; 0:2i h0:8; 0:1i
h0:6; 0:4i h0:8; 0:1i h0:6; 0:1i

3775
Thus, by using IFSWG operator as de�ned in Eq. (6),
we get:

IFSWG(Fe11 ; Fe12 ; : : : ; Fe43) = h0:5866; 0:2027i:
Property 3.5. The IFSWG operator also satis�es
the following properties, as similar to IFSWA operator,
for IFSNs Feij = h�ij ; �iji:
(P1) (Idempotency) If all Feij = Fe = h�; �i(say),

then IFSWG(Fe11 ; Fe12 ; : : : ; Fenm) = Fe.
(P2) (Boundedness) If F�eij =



min
j

min
i
f�ijg;max

j

max
i
f�ijg� and F+

eij =



max
j

max
i
f�ijg;min

j

min
i
f�ijg� then F�eij � IFSWG(Fe11 ; Fe12 ; : : : ;

Fenm) � F+
eij .

(P3) (Shift-invariance) If Fe = h�; �i is another IFSN,
then:
IFSWG(Fe11 
 Fe; Fe12 
 Fe; : : : ; Fenm 
 Fe)

=IFSWG(Fe11 ; Fe12 ; : : : ; Fenm)
Fe:
(P4) (Homogeneity) For a real number � > 0, we have:

IFSWG(F�e11
; F�e12

; : : : ; F�enm)

= (IFSWG(Fe11 ; Fe12 ; : : : ; Fenm))�:
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4. Decision-making approach based on
proposed operators

In this section, an approach for MCDM method
has been presented based on the proposed operators
followed by the practical example for showing their
e�ectiveness.

4.1. An approach based on proposed operators
Let p = fp1; p2; : : : ; ptg be the set of t di�erent
alternatives, which are going to be evaluated by the
set of n experts, x1; x2; : : : ; xn, under the constraints
of m parameters, E = fe1; e2; : : : ; emg. Assume that
weight vectors of the experts and parameters are xi
and ej , respectively, where � = (�1; �2; : : : ; �n)T such

that �i 2 (0; 1],
nP
i=1

�i = 1, and � = (�1; �2; : : : ; �m)T

such that �j 2 (0; 1] and
mP
j=1

�j = 1. These n experts

give their preferences for the t alternatives in terms of
IFSNs Feij = h�ij ; �iji such that �ij + �ij � 1; hence,
the overall collective decision matrix is expressed as
D = (Feij )n�m. Based on these preferences values, the
aggregated IFSN �k for alternative pk(k = 1; 2; : : : ; t) is
�k = h�k; �ki by using weighted averaging or geometric
operators as given in Eq. (3) or Eq. (6). Finally,
the score function of the aggregated IFSN Fek(k =
1; 2; : : : ; t) is utilized to rank the alternatives.

The above-mentioned technique has been summa-
rized in the following steps:

- Step 1. Collect the information related to each
alternative under the di�erent parameters and ar-
ranged them in the form of intuitionistic fuzzy soft
matrix, D = h�ij ; �ijin�m, as:

Dn�m =

26664
h�11; �11i h�12; �12i : : : h�1m; �1mih�21; �21i h�22; �22i : : : h�2m; �2mi

...
...

. . .
...

h�n1; �n1i h�n2; �n2i : : : h�nm; �nmi

37775
- Step 2. Normalize this collective information deci-

sion matrix by transforming the rating values of cost
type parameters into the bene�t type parameters, if
any, by using the normalization formula [5]:

rij =

(
F ceij ; for cost type parameters
Feij ; for bene�t type parameters

where F ceij = h�ij ; �iji is the complement to Feij =
h�ij ; �iji.

- Step 3. Aggregate the IFSNs Feij (i = 1; 2; : : : ;
n; j = 1; 2; : : : ;m) for each alternative pk(k =
1; 2; : : : ; t) into collective decision matrix �k by the
proposed IFSWA (or IFSWG) operator.

- Step 4. By using Eq. (1), get the score value of �k
for each alternative pk(k = 1; 2; : : : ; t).

- Step 5. Rank the alternatives pk (k = 1; 2; : : : ; t)
and select the best one(s).

- Step 6. End.

4.2. Practical example
The above decision-making procedure has been illus-
trated with a practical example of medical diagnosis.
The panel of �ve doctors, d1; d2; d3; d4; and d5 whose
weight vector is � = (0:2; 0:15; 0:2; 0:3; 0:15)T , will
give their opinion for four patients p1; p2; p3; and
p4 under some parameters E =f\Temperature (e1)",
\Headache (e2)", \Stomach pain (e3)", \Cough (e4)",
\Chest pain (e5)"g with weight vector � = (0:2; 0:1,
0:3; 0:15; 0:25)T : The following are the steps followed
for �nding the illness of the patients by using the
proposed approach.

4.2.1. By IFSWA operator
- Step 1. These �ve doctors di will evaluate the illness

of four patients in terms of IFSNs; parameters and
their rating values are summarized in Tables 1-4,
respectively.

- Step 2. Since all the parameters are of the same
type, so there is no need for normalization.

- Step 3. The di�erent opinions of the doctors for
each patient pk(k = 1; 2; 3; 4) are aggregated by
using Eq. (3); hence, we get:

�1 = h0:5101; 0:1877i; �2 = h0:5060; 0:2006i;
�3 = h0:4449; 0:1932i; �4 = h0:5193; 0:1707i:

- Step 4. The score values are:

S(�1) = 0:3224; S(�2) = 0:3054;

S(�3) = 0:2517; S(�4) = 0:3486;

thus, their ranking is S(�4) � S(�1) � S(�2) �
S(�3).

Table 1. Intuitionistic fuzzy soft matrix for the patient p1.

Temperature Headache Stomach pain Cough Chest pain

d1 h0:3; 0:4i h0:5; 0:1i h0:6; 0:2i h0:7; 0:1i h0:6; 0:2i
d2 h0:6; 0:1i h0:6; 0:2i h0:2; 0:4i h0:5; 0:1i h0:7; 0:3i
d3 h0:5; 0:1i h0:7; 0:2i h0:5; 0:4i h0:2; 0:2i h0:4; 0:2i
d4 h0:2; 0:4i h0:5; 0:1i h0:6; 0:1i h0:4; 0:1i h0:6; 0:2i
d5 h0:6; 0:1i h0:3; 0:4i h0:4; 0:3i h0:6; 0:1i h0:5; 0:2i
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Table 2. Intuitionistic fuzzy soft matrix for the patient p2.

Temperature Headache Stomach pain Cough Chest pain
d1 h0:4; 0:3i h0:5; 0:1i h0:6; 0:2i h0:7; 0:1i h0:7; 0:2i
d2 h0:6; 0:1i h0:5; 0:3i h0:4; 0:3i h0:4; 0:3i h0:4; 0:1i
d3 h0:5; 0:3i h0:5; 0:1i h0:5; 0:3i h0:3; 0:2i h0:6; 0:2i
d4 h0:5; 0:3i h0:7; 0:3i h0:4; 0:2i h0:5; 0:1i h0:5; 0:2i
d5 h0:4; 0:2i h0:5; 0:2i h0:3; 0:3i h0:6; 0:1i h0:4; 0:2i

Table 3. Intuitionistic fuzzy soft matrix for the patient p3.

Temperature Headache Stomach pain Cough Chest pain
d1 h0:4; 0:3i h0:5; 0:4i h0:5; 0:2i h0:6; 0:1i h0:4; 0:2i
d2 h0:5; 0:1i h0:3; 0:2i h0:3; 0:2i h0:4; 0:2i h0:3; 0:2i
d3 h0:5; 0:3i h0:5; 0:1i h0:4; 0:2i h0:2; 0:2i h0:5; 0:4i
d4 h0:5; 0:1i h0:4; 0:5i h0:3; 0:2i h0:7; 0:2i h0:3; 0:2i
d5 h0:7; 0:1i h0:4; 0:6i h0:4; 0:2i h0:3; 0:1i h0:6; 0:1i

Table 4. Intuitionistic fuzzy soft matrix for the patient p4.

Temperature Headache Stomach pain Cough Chest pain
d1 h0:3; 0:4i h0:8; 0:1i h0:7; 0:1i h0:4; 0:3i h0:2; 0:3i
d2 h0:5; 0:1i h0:4; 0:2i h0:4; 0:2i h0:6; 0:1i h0:2; 0:6i
d3 h0:2; 0:1i h0:4; 0:2i h0:5; 0:4i h0:4; 0:2i h0:5; 0:2i
d4 h0:7; 0:2i h0:5; 0:1i h0:6; 0:1i h0:4; 0:1i h0:7; 0:1i
d5 h0:5; 0:2i h0:5; 0:4i h0:4; 0:2i h0:3; 0:2i h0:7; 0:1i

- Step 5. Therefore, the patient p4 has more illness
than the others patients.

4.2.2. IFSWG operator
If we utilize IFSWG operator for the considered prob-
lem to �nd the illness of patients, the following steps
should be taken:

- Step 1. Same as that of above.
- Step 2. All the parameters are of the same type, so

there is no need of normalizing the data.
- Step 3. The aggregated rating values for each

patient pk (k = 1; 2; 3; 4) by using Eq. (6) are:

�1 = h0:4589; 0:2251i; �2 = h0:4808; 0:2187i;
�3 = h0:4118; 0:2223i; �4 = h0:4561; 0:2133i:

- Step 4. Their score values are:

S(�1) = 0:2338; S(�2) = 0:2621;

S(�3) = 0:1895; S(�4) = 0:2428:

- Step 5. Therefore, the patient p2 has more illness
than the others patients.

4.3. Comparative studies
In order to compare the proposed approach with some
existing metrics, an analysis has been conducted based
on di�erent aggregation operators [39-42]. For this,
�rst, the di�erent parameters of the numbers are
aggregated by using weighted averaging operator cor-
responding to weight vector (0:2; 0:1; 0:3; 0:15; 0:25)T ;
the obtained aggregated decision matrix is summarized
in Table 5. Now, based on this matrix, a comparative
study is conducted based on di�erent operators; their
simultaneously results, for each patient, are shown in

Table 5. Aggregated intuitionistic fuzzy soft matrix for the patients.

p1 p2 p3 p4

x1 h0:5619; 0:1932i h0:6046; 0:1824i h0:4751; 0:2095i h0:5161; 0:2048i
x2 h0:5261; 0:2138i h0:4567; 0:1830i h0:3605; 0:1741i h0:4150; 0:2065i
x3 h0:4664; 0:2144i h0:5027; 0:2285i h0:4333; 0:2407i h0:4251; 0:2144i
x4 h0:5007; 0:1569i h0:4982; 0:2036i h0:4325; 0:1908i h0:6181; 0:1149i
x5 h0:4949; 0:1889i h0:4194; 0:2036i h0:5170; 0:1473i h0:5111; 0:1803i
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Table 6. Comparative studies.

Method Score values of the patients Ranking
p1 p2 p3 p4

Xu [39] 0.3224 0.3054 0.2517 0.3486 p4 � p1 � p2 � p3

Xu and Yager [40] 0.3186 0.2976 0.2446 0.3292 p4 � p1 � p2 � p3

Wang and Liu [41] 0.3219 0.3042 0.2507 0.3460 p4 � p1 � p2 � p3

Wang and Liu [42] 0.3191 0.2988 0.2456 0.3320 p4 � p1 � p2 � p3

Table 6. In this table, it is seen that the patient p4
has more illness than others; these results overlap the
proposed results. Thus, the proposed technique can be
utilized by using the concepts of the soft set to solve the
decision-making problem suitably in comparison with
the other existing operators.

5. Conclusion

In this paper, we have established the two new ag-
gregation operators, i.e. the IFSWA operator and the
IFSWG operator, under the IFSS environment. For
this, �rst, the algebraic structures of two IFSNs were
presented and, corresponding to their operational laws,
the aggregation operators were proposed. Moreover,
some of their desirable properties were investigated
in details. A decision-making method based on IF-
SWA and IFSWG operators was presented, in which
preferences related to di�erent alternatives were taken
into account in terms of IFSNs. A comparative study
was also performed for illustrating the approach. In
the end, the proposed operators showed a more stable
and practical nature for the decision makers during
the aggregation process. From the obtained results,
it was concluded that the proposed approach could
be suitably utilized to solve the MCDM problem in
today life situations. In the future work, we shall apply
these operators to other �elds such as mathematical
programming, cluster analysis, big-data analysis, etc.
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