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Abstract. The main purpose of this paper is the assessment of emotions using
Electroencephalogram (EEG) and peripheral physiological signals and improvement of
recognition accuracy of emotional states using combination mechanism. In the �rst step,
according to the type of signals, e�ective features were extracted in the time and frequency
domains; then, by using the Fisher's Linear Discriminant (FLD) method, the most
e�ective features were selected. Based on these features, six classi�ers were used: Support
Vector Machine (SVM), Nearest Mean (NM), K-Nearest Neighborhood (K-NN), 1-Nearest
Neighborhood (1-NN), FLD, and Linear Discriminant Analysis (LDA). They classi�ed
emotions in two classes (low and high) through arousal, valence, and liking dimensions. The
Leave-One-Out Cross-Validation (LOOCV) method has been implemented to evaluate the
performance of classi�ers. To enhance the accuracy of classi�cation, combination at feature
and classi�er levels was performed. Via the concatenation method, combination at feature
level was done. Then, by Majority voting, Fixed and Stacking algorithms, combination
at classi�er level was implemented. Results showed that these classi�ers were selected
properly and, thanks to them, good improvements were achieved compared with previous
studies. Finally, by using combination methods, obtained recognition accuracy was much
more reliable and combination at classi�er level resulted in signi�cant improvement.
© 2017 Sharif University of Technology. All rights reserved.

1. Introduction

Emotions are subjective activities associated with the
human brain that in
uence important processes such as
memory, concentration, thinking, and decision-making.
Emotions play important roles in human communica-
tions and can be expressed either verbally through the
emotional vocabulary or by expressing non-verbal cues
such as pitch tone of voice, facial expressions, and body
language. So, in this context, decoding of emotional
cues is essential to understand a message [1]. But,
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emotion is not only what arises; psychologists have
founded the exact boundary between what arises and
what is felt by a person [2]. Changing the face, voice,
and body movements of a person shows outer aspect of
emotions, but activities of the central nervous system
(brain) and peripheral nervous system are indications
of emotions' inner aspect [3,4].

Although emotions play important roles in peo-
ple's life, but scienti�c knowledge about human emo-
tion detection is still limited. For example, many
Human-Machine interaction systems do not have the
ability to interpret the human emotional information
and use the emotional intelligence. In other words, they
cannot recognize human emotion states and cannot use
this information to decide on the appropriate action.
The purpose of computation for recognizing human
emotion is �lling this lack with detecting emotional
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cues that occur during human-computer interaction [1].
In recent decades, most studies have focused on anal-
ysis of facial expression and voice to detect emotional
states such as fear, anger, relaxation, excitement, and
surprise. Many e�orts have been done in this area,
but these ways did not give enough information to the
researchers about human emotions, and so they focused
only on their outer aspects. Physiological activities
also include emotional information that can be used to
assess emotions, but less attention was done to them.

In 1998, researchers recorded peripheral signals
including Heart Rate (HR), Galvanic Skin Resistivity
(GSR), respiration rate (RSP), and electromyogram
(EMG) of an actress and assessed eight di�erent emo-
tional states [5]; results showed that distinction be-
tween the eight emotional states was not done well. In
2004, Takahashi et al. assessed emotions by recording
peripheral signals including electrocardiogram (ECG),
GSR, Blood Volume Pressure (BVP), and EEG signals
simultaneously [6]. In 2006, the simultaneous use of
EEG and peripheral signals is performed by Chanel et
al. at University of Geneva. This group used IAPS
pictures as stimuli to assess arousal dimension in two
levels (high and low) [7]. Another group of researchers
used IAPS pictures as stimuli and assessed valence and
arousal dimensions based on EEG signals [8]. In 2010,
Koelstra et al. used emotional video �lms as stimuli and
assessed emotions of �ve participants in two dimensions
(arousal and valence) by using EEG and peripheral
signals [9]. In 2011, Soleymani et al. prepared a public
database, including EEG and peripheral signals of 32
participants, and used 40 video episodes as emotional
stimuli. Then, they classi�ed emotions in high and
low levels of valence, arousal and liking dimensions
using Bayes classi�er [10]. In 2013, Mikhail and EI-
Ayat worked on brain signals produced from a new
elicitation technique to detect emotion using minimal
number of electrodes. They used SVM classi�er to
detect four emotional classes consisting of joy, anger,
fear, and sadness [11]. Also, Liu et al. proposed a real-
time Fractal Dimension (FD) based valence level recog-
nition algorithm from EEG signals with 10 selected
participants. They used DEAP dataset [12]. In 2014,
Robert et al. worked on feature extraction methods for
emotion recognition from EEG based on 33 subjects.
Five di�erent emotions (happy, curious, angry, sad,
and quiet) were selected to cover a good part of
the Valence-Arousal-Dominance (VAD) space. Emo-
tions were induced using IAPS pictures. To evaluate
and compare the proposed feature selection methods,
classi�cation was performed by means of Quadratic
Discriminant Analysis (QDA) with diagonal covariance
estimates (i.e., Na��ve Bayes) [13]. Jirayucharoensak et
al. worked on EEG signals to detect emotion in two
dimensions: valence and arousal. They used Deep
Learning Network (DLN) to discover correlations of

unknown features between input signals. DLN could
classify three di�erent levels of valence and arousal, and
they enhanced classi�cation accuracy by the principal
component-based covariate shift adaptation [14].

The most important purpose of this paper is
emotion recognition using peripheral and central ner-
vous system activities and improvement of recogni-
tion accuracy of emotional states using combination
mechanism. Emotions are assessed in high and low
levels of valence, arousal, and liking dimensions. As
mentioned earlier, most studies have focused on outer
aspects of human emotion, such as facial expression and
voice, to detect emotional states. On the other hand,
physiological activities also include useful emotional
information that can be used to assess emotions, but
less attention was done to them. For this reason, this
paper started its work with the analysis of physiological
signals. EEG and peripheral signals are among the
most important and the best means to recognize
feelings. Most of the previous studies have used EEG
signals for emotions assessment and few of them worked
on peripheral signals. For this reason and considering
the highly worthwhile emotional information on phys-
iological signals, it was decided to use both EEG and
peripheral signals and their combination. To �nd out
the emotional information on physiological signals, it
was attempted to extract the most e�cient and suitable
feature for physiological signals in time and frequency
domains. Therefore, in addition to features mentioned
in DEAP paper [10], some more e�cient features, such
as mobility, correlation coe�cient, complexity, spectral
entropy, spectral skewness, and spectral kurtosis, were
extracted. Feature selection is an important issue in
pattern recognition. Fisher linear discriminant is one
of the best methods to select the most discriminant
and appropriate features. In this work, many features
were extracted from physiological signals, and the
criterion of Fisher linear discriminant was used as
an e�cient method to reduce the computational load
and processing time and also to increase accuracy of
results. It should be noted that for testing and train-
ing classi�ers, the Leave-One-Out Cross-Validation
(LOOCV) method was used in order for results to
be independent of individual. Although it was very
di�cult to implement this method due to very large
dimension of processing data and too much analysis
time on them, this method (LOOCV) was used for
having better and independent results and also for
a good comparison with papers of other researchers.
Implementation of the method was successful. Some
of the best classi�ers (such as SVM, KNN, etc.) were
selected; they are both suitable and e�cient to classify
emotional classes and are appropriate to be combined
to form a new classi�er. Combination was conducted
at two levels: feature and classi�er. Combination, in
feature level, was done via concatenation mechanism
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through algorithms of majority voting, stacking and
�xed at classi�er level. Fixed algorithms consist of
minimum, maximum, mean, median, and product.
Implementing combination at classi�er level with the
best methods is the most prominent work in this paper
because it can improve results signi�cantly.

2. Database

In DEAP database [10], 40 one-minute emotional
videos were used for stimulating emotions. 32 partic-
ipants, ranging in age from 19 to 37 years (16 people
were women), participated in the experiment. At the
end of each experiment, participants �lled a question-
naire about their real feelings in each video. During
watching each video, brain and peripheral signals of
participants were recorded by 40 electrodes. In this
database, there are a total of 1280 experiments with
8064 sample for each channel. From DEAP database,
this three-dimensional dataset (i.e. 1280 � 40 � 8064)
was used in the paper for emotion recognition through
arousal, valence, and liking dimension values. In each
dimension, two classes consisting of high and low levels
were considered.

3. Description of method

The most conventional scheme for detecting emotions
is shown in Figure 1. The �rst step is the preprocessing
of physiological signals that improves accuracy and
processing speed in later steps. In the second step,
extracting the features from these signals is done.
The further the extracted features are, the longer the
processing time will be. So, selecting the best features

Figure 1. Framework for emotion detection by using
physiological signals.

sounds crucial, considered in the third step. In the
�nal step as the most important one, the classi�cation
is done using selected features and emotional classes
are distinguished.

3.1. Feature extraction
Most current theories about emotions agree with this
fact that physiological activities are important compo-
nents of emotions. So, emotion recognition systems can
recognize emotions by recording physiological signals,
extracting appropriate features, and classifying using
the best features. In addition to EEG, the following
peripheral signals are considered (see Table 1):

� GSR is a physiological signal related to electrical
resistance between two points on the skin. Secretion
of sweat glands can decrease GSR average value.
The mean value of the GSR signal is associated with
emotion arousal [15]. Figure 2 shows an exemplary
sample of the GSR signal;

� EMG signal is the generated electrical potential by
muscle cells recorded by electrodes attached to the
skin overlying the muscle. Emotional states appear
on the face through its muscles activation; for
example, laughing activates a Zygomaticus muscle,
and Frontalis muscle activation is a sign of surprise
or stress [16];

� BVP represents peripheral capillary blood volume
in the body that is measured by plethysmograph
or photoplethysmograph. Plethysmograph includes
an infrared emitter and a detector. Amount of
infrared light re
ected from the surface of the skin
is associated with peripheral capillary blood volume
in the body [16]. HR signal can be obtained via
peaks detection of BVP signal. By calculation of HR
signal changes, the HRV signal can be obtained. HR
and HRV signals change with feelings. For example,
feelings of pleasure and satisfaction can increase the
peak of HR signal [17], and HRV signal is reduced

Figure 2. An exemplary sample of GSR signal.
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Table 1. Extracted features from EEG and peripheral signals.

Signal Extracted features

BVP

Average, standard deviation, mobility, complexity, correlation coe�cient, frequency bands
energy ratio (energy di�erence between [0.04-0.15] Hz and [0.1-0.2] Hz), frequency bands
of spectral power ([0.1-0.2] Hz, [0.2-0.3] Hz, and then [0.3-0.4] Hz), spectral entropy (a
mathematical measure of complexity, disorder or randomness degree of an event in a signal), and
spectral skewness (asymmetry rate of the probability distribution function of the signal),
spectral kurtosis (a measure of curve steepness at the maximum point).

RSP

Average, standard deviation, average of peak-to-peak time, mobility, median of peak-to-peak
time, complexity, correlation coe�cient, energy ratio of frequency bands ([0.04-0.15] Hz and
[0.1-0.2] Hz), mean of derivative, dynamic range (di�erence between the slightest and greatest
breaths), spectral centroid (mass center of signal in frequency domain), spectral entropy,
10 frequency bands of spectral power in [0-2.4] Hz, spectral kurtosis, and spectral skewness.

GSR

Average (average of derivative for values that are negative), mobility, proportion of samples
that are negative in the derivative vs. all samples, complexity, number of local minima and
average rising time in the GSR signal, correlation coe�cient, spectral entropy, 10 frequency
bands of spectral power in [0-2.4] Hz, spectral kurtosis, zero crossing rate of Galvanic Skin
Slow Response (GSSR) [0-0.2] Hz, zero crossing rate of Galvanic Skin, Very Slow Response
(GSVSR) [0-0.08] Hz, and spectral skewness.

STEMP

Average (average of STEMP signal derivative), mobility (standard deviation of signal
derivative dividend into standard deviation of signal), complexity (mobility of signal
derivative dividend into mobility signal), correlation coe�cient, spectral entropy, frequency
bands of spectral power ([0-0.1] Hz, [0.1-0.2] Hz), spectral skewness, and spectral kurtosis.

EMG and EOG Energy of the signal, average and variance of the signal, mobility of signal, correlation
coe�cient, complexity of signal, spectral entropy, spectral kurtosis, and spectral skewness.

EEG
Spectral power in theta and slow alpha band, alpha band, beta and gamma band for each
electrode, the spectral power asymmetry in between 14 pairs of electrodes in the theta, slow
alpha, alpha, beta, and gamma bands.

with feelings of fear, sadness, and joy [18]. Figure 3
shows an exemplary sample of the BVP signal;

� Shallow breathing or breathing amplitude is ob-
tained by measuring the expansion of chest or
abdominal circumference. Using a 
exible belt and

Figure 3. An exemplary sample of BVP signal.

a piezoelectric crystal sensor, the RSP signal is
recorded. Slow breathing is related to relaxed state
of feeling; irregular and rapid change and stopping
of breathing is related to more aroused feelings such
as anger or fear [17,18];

� Skin temperature (STEMP) also varies in accor-
dance with emotional states [19]. Although tem-
perature changes more slowly compared to other
signals' changes, but it can also be an indicator
of emotional responses [20]. Skin temperature is
measured by placing a temperature sensor directly
in contact with the skin of a person. Figure 4 shows
an exemplary sample of the STEMP signal;

� Electrooculography (EOG) is a technique for mea-
suring the electrical potential generated by the
electrical activity of the eye muscles. Two pairs of
electrodes are placed in both vertical and horizontal
alignment (above, below, right, and left) that can
measure the electrical potential di�erence between
two points on the eye muscles [16]. Table 1 shows
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Figure 4. An exemplary sample of STEMP signal.

extracted features from these EEG and peripheral
signals.

3.2. Feature selection
Many features are extracted from signals, but the com-
putational load increases with feature number getting
incremented. So, it is necessary to select the best
discriminating features by an appropriate method. For
this purpose, the Fisher linear discriminant criterion is
used:

J(f) =
j�1 � �2j
�2

1 + �2
2
; (1)

where for each feature f , �1 and �2 are the mean of
class 1 and class 2; �2

1 and �2
2 stand for the variances of

class 1 and class 2. Feature f is selected if J(f) is more
than 0.3 (this value was obtained empirically) [10].
Figure 5 shows steps of the feature selection method
implemented in this paper.

3.3. Classi�cation
After determining appropriate features and forming a
feature vector, the classi�cation of emotion states must
be done. At �rst, classi�ers are trained, and then
they determine the class of an unknown feature vector.
To evaluate the performance of classi�ers, train and
test data sets are determined by using Leave-One-Out
(LOO) cross-validation scheme. Therefore, one from
the data set is left as test data, and the rest of the
data are used as training data. In the following, some
of the best classi�ers used in this work are described.

3.3.1. Support Vector Machine (SVM)
SVM works based on marginal hyper planes. This
boundary, as shown in Figure 6, can be described
using a linear equation. The method for �nding such
a marginal hyper plane (in the training step) is such
that the plane should have the maximum distance or
maximum boundary from the data of both classes. The
hyper plane equation can be written in the following
form:

Figure 5. Flowchart of feature selection using the Fisher
linear discriminant.

Figure 6. Hyperplane separator.

~a � ~x+ b = 0; (2)

where a is the perpendicular vector to the plane or
weight vector, b is a threshold value, and x stands for
feature vector. Discriminant function can be written
for two classes as follows [21,23]:

H (~x) = sgn [~a � ~x+ b] =

(
1 class 1
�1 class 2

(3)

where sgn(.) denotes the mathematical sign function.

3.3.2. Nearest Mean (NM)
At �rst, NM classi�er calculates the average of each
class using training data; later, for determining the
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class of unknown vector, f , its Euclidean distance to
the average of each class is calculated. Then, the class
of that average, which has less distance, is attributed
to f . This distance is computed as follows:

di = f � �i =
dX
k=1

(fk � �ik)2; (4)

where fk is kth feature of feature vector f , �j is average
of class i, �jk is kth component of mean vector, and
di is Euclidean distance of feature vector f to ith class
mean [22,24].

3.3.3. K-Nearest Neighborhood (K-NN)
For determining the class of feature vector f , at �rst,
the classes of k nearest training data vectors (based
on Euclidean distance criterion) are determined; then,
the class, to which the majority of vectors belong, is
de�ned as the class of vector f [24].

3.3.4. Linear Discriminant Analysis (LDA)
LDA is the simplest and most widely used statistical
classi�cation. LDA is a binary classi�er in its standard
form that is used in statistics, pattern recognition,
and machine learning. The classi�er, with assuming
Gaussian model for conditional probability function
and considering covariance matrix as equal, �nds a
linear combination of features that can specify or
separate two or more classes [23].

3.3.5. Fisher's Linear Discriminant (FLD)
This classi�er is based on portraying the classes;
suppose that there are two classes and their data are
two-dimensional. FLD �nds a line in two-dimensional
space by portraying data of two classes, thereby the two
classes are separable from each other in an appropriate
manner [25].

4. Combination at feature level

By combining the extracted features, a complete and
comprehensive feature vector of emotional information
can be achieved to improve the accuracy of emotion
recognition; however, the computational complexity is
increased, too. Combination at feature level, via the
concatenation method, joins together N feature vectors
(fi) and makes a new feature set called F :

F = [f1; f2; f3 � � � fi; fi+1 � � � fN ]: (5)

In this paper, the concatenation method, through
putting extracted features from EEG and peripheral
signals together, is implemented.

5. Combination at classi�er level

5.1. Majority voting algorithm
Majority voting method only requires output labels of
classi�ers and does not require their rates of certainties.

Suppose that ith classi�er output is c-dimensional
binary vector [di;1; di;2; � � � ; di;c]; if di;j = 1, input
vector x belongs to jth class on classi�er Di; if di;j = 0,
input vector x does not belong to jth class based on
classi�er Di. So, it can be seen that for each classi�er
and for each input x, only one element is equal to one
and the rest are zero.

In the majority voting method, the �nal output
label consists in the class that has gained the most
votes (Eq. (6)). Number of base classi�ers for such a
method should be odd:

if max
j

(
LX
i=1

di;j

)
=

LX
i=1

di;k ) lable(x) = k; (6)

where L is the number of base classi�ers, c is the
number of classes, and k refers to the �nal label of
unknown vector x [26].

5.2. Fixed algorithms
In the �xed algorithms (minimum, maximum, mean,
median, and product), it is necessary to evaluate
outputs of all base classi�ers together. Thus, they
are transferred to range of [0; 1] in a way that their
sum becomes one. In other words, if the output of ith
classi�er is vector [Si;1; Si;2; � � � ; Si;C ] (assuming L base
classi�ers and C di�erent classes), then its new output
can be written [S0i;1; S0i;2; � � � ; S0i;C ] as follows:

S0i;j =
exp[Si:j ]
cP

k=1
exp[Si;k]

;

(
j = 1; 2; � � � ; C
i = 1; 2; � � � ; L (7)

So, the result will be as follows:
cX
j=1

S0i;j = 1; 0 � S0i;j � 1: (8)

In addition, mean, maximum minimum, product, and
median of the �xed algorithms will be as follows:

�j1(x) =
1
L

LX
i=1

S0i;j ; (9)

�j2(x) = max
i

[S0i;j ]; (10)

�j3(x) = min
i

[S0i;j ]; (11)

�j4(x) =
LY
i=1

S0i;j ; (12)

�j5(x) = median
i

[S0i;j ]; (13)

where �i is a new certainty rate of unknown feature
vector x for joining jth class, and S0ij is certainty rate
of unknown feature vector x for joining jth class at the
view of ith classi�er. Finally, output label of the feature
vector is determined by maximum certainty rate [26]:
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if max
j
f�j(x)g = �d(x)) lable (x) = d: (14)

5.3. Stacking algorithm
In this method, multiple classi�ers classify input fea-
ture vector separately, which is known as 0-level classi-
�er. Then, the output of each classi�er is entered into
another classi�er that makes the �nal decision. The
latter classi�er is known as 1-level classi�er [26]. The
stacking algorithm is illustrated in Figure 7.

6. Results

At �rst, emotion recognition accuracy is obtained using
base classi�ers and features extracted from EEG sig-
nals, peripheral signals, and their combination. Then,
recognition accuracy is achieved using the combination
of classi�ers and the aforementioned features. Fig-

Figure 7. Combination of six classi�ers using the
stacking algorithm.

ures 8-13 show the results of classi�cation for arousal,
valence, and liking dimensions.

For the arousal dimension, by using EEG signals,
the average of obtained accuracy from 6 base classi�ers
(accuracy of SVM, KNN, etc. is shown in Figure 8)
is 57.20% and it is 63.93% for classi�ers combination
methods (accuracy of majority voting, stacking, etc.
is shown in Figure 9). Subsequently, the average of
obtained accuracy from base classi�ers by using periph-
eral signals is 60.86%, and it is 64.16% for classi�ers
combination. Also, by using EEG and peripheral
signals combination, the average of obtained accuracy
from base classi�ers is 57.30% and it is 63.30% for
classi�ers combination. Therefore, results show that, in
the case of classi�ers combination, emotion recognition
accuracy has been a signi�cant improvement by using
EEG, peripheral signals, and combination of them. On
the other hand, the above results show that, in the case
of using base classi�ers and classi�ers combination, pe-
ripheral signals are more successful compared to EEG
signals and signals combination (Tables A.1 and A.2 in
the Appendix).

For valence dimension, by using EEG signals, the
average of obtained accuracy from 6 base classi�ers
(whose accuracy is shown in Figure 10) is 55.48%,
and it is 62.41% for classi�ers combination methods
(whose accuracy is shown in Figure 11). Subse-
quently, the average of obtained accuracy from base
classi�ers by using peripheral signals is 58.20%, and
it is 60.05% for classi�ers combination. Also, by
using EEG and peripheral signals combination, the

Figure 8. Arousal dimension results using base classi�ers.

Figure 9. Arousal dimension results using classi�ers combination.
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Figure 10. Valence dimension results using base classi�ers.

Figure 11. Valence dimension results using classi�ers combination.

Figure 12. Liking dimension results using base classi�ers.

Figure 13. Liking dimension results using classi�ers combination.

average of obtained accuracy from base classi�ers is
56.83%, and it is 62.41% for classi�ers combination.
Therefore, results show that, in the case of classi�ers
combination, emotion recognition accuracy has been
a signi�cant improvement by using EEG, peripheral

signals, and their combination. On the other hand,
the above results show that, in the case of using base
classi�ers, peripheral signals are more successful in
emotion recognition; in the case of using classi�ers
combination method, EEG signals and signals combi-
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nation present higher accuracy in emotion recognition
compared to peripheral signals (Tables A.3 and A.4 in
the Appendix).

For liking dimension, by using EEG signals, the
average of obtained accuracy from 6 base classi�ers
(whose accuracy is shown in Figure 12) is 55.01%,
and it is 64.69% for classi�ers combination methods
(whose accuracy is shown in Figure 13). Subse-
quently, the average of obtained accuracy from base
classi�ers by using peripheral signals is 61.52%, and
it is 65.72% for classi�ers combination. Also, by
using EEG and peripheral signals combination, the
average of obtained accuracy from base classi�ers is
55.56%, and it is 64.39% for classi�ers combination.
Therefore, results show that, in the case of classi�ers
combination, emotion recognition accuracy has been
a signi�cant improvement by using EEG, peripheral
signals, and their combination. On the other hand,
the above results show that, in the case of using
base classi�ers and classi�ers combination, peripheral
signals are more successful compared to EEG signals
and signals combination (Tables A.5 and A.6 in the
Appendix).

7. Comparison of obtained results

In this section, a comparison of the reported results by
the previous section curves will be performed for each
dimension.

For arousal dimension, as shown in Figure 14,
between six base classi�ers, K-NN classi�er is more
successful in separating emotional classes with the av-
erage accuracy of 63.30%; between seven combination
methods, the best recognition accuracy is also related
to the median method with the average accuracy of
64.37% (Table A.7 in the Appendix).

For valence dimension, as shown in Figure 15,

Figure 14. Arousal dimension-comparison of obtained
results from extracted features using six classi�ers and
seven combination methods.

Figure 15. Valence dimension-comparison of obtained
results from extracted features using six classi�ers and
seven combination methods.

Figure 16. Liking dimension-comparison of obtained
results from extracted features using six classi�ers and
seven combination methods.

between six base classi�ers, FLD classi�er is more
successful in separating emotional classes with the av-
erage accuracy of 60.36%; between seven combination
methods, the best recognition accuracy is also related
to the mean method with average accuracy of 62.26%
(Table A.8 in the Appendix).

For liking dimension, as shown in Figure 16,
between six base classi�ers, K-NN classi�er is more
successful in separating emotional classes with the av-
erage accuracy of 65.80%; between seven combination
methods, the best recognition accuracy is also related
to the median method with the average accuracy of
65.41% (Table A.9 in the Appendix).

Therefore, as Figures 14-16 show, with using
base classi�er method, the best recognition accuracy
is related to KNN (for arousal and liking) and FLD
(for valence) classi�ers. On the other hand, the
worst recognition accuracy is related to LDA classi�er
(for each 3 dimensions). But, with using classi�ers
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combination method, results signi�cantly improve, and
also they are more close to each other, and it can be said
that they are independent of the type of combination
method.

In Figures 17-19, the average results of six classi-
�ers and seven combination methods for each of signals
and their combination are, respectively, shown with

Figure 17. Arousal dimension-comparison of average
results obtained from six classi�ers and seven combination
methods.

Figure 18. Valence dimension-comparison of average
results obtained from six classi�ers and seven combination
methods.

Figure 19. Liking dimension-comparison of average
results obtained from six classi�ers and seven combination
methods.

blue and red rectangles. Comparison of the obtained
results shows that:

(i) Combination at classi�er level has a tremendous
impact on enhancing recognition accuracy;

(ii) Peripheral signals are more successful in separat-
ing emotional classes;

(iii) Combination at classi�er level has the most ef-
fect on enhancing recognition accuracy by EEG
signals;

(iv) Emotion assessment in liking dimension is the
easiest and the hardest in valence dimension
(Tables A.10-A.12 in the Appendix).

8. Comparison with previous studies

In 2014, Suwicha [14] worked on EEG signals to detect
emotion in valence and arousal dimensions. Their
best accuracy rates were 55.07% and 52.56% for three
di�erent levels of valence and arousal dimensions,
respectively. In comparison with the results obtained
in [14], the best results of the present study are higher
in accuracy rate; here, the results have been enhanced
signi�cantly by combination methods. Also, Robert et
al. [13] studied feature extraction methods for emotion
recognition from EEG. Five di�erent emotions (happy,
curious, angry, sad, and quiet) were selected to cover
an important part of the Valence-Arousal-Dominance
(VAD) space. Classi�cation accuracy ranges from
25.0% to 47.5% dependent on subject and maximum
average obtained was 36.8%. Therefore, accuracy rates
in our work are higher than these rates.

In 2013, Mina Mikhail and Khaled EI-Ayat [11]
worked on EEG signals to detect four emotional classes
consisting of joy, anger, fear, and sadness; they reached
average accuracy rates of 51%, 53%, 58%, and 61%,
respectively. Therefore, the results of the present
study, using combination of classi�ers, are much better
than their reported results. Also, Liu et al. [12]
proposed a real-time Fractal Dimension (FD) based
valence level recognition algorithm from EEG signals
and obtained a mean accuracy of 63.04% for arousal-
dominance recognition (four classes). They used the
DEAP dataset, and it is noteworthy that the results
of the present study, in classi�er combination method,
are higher than their work.

Tables 2 and 3 are also presented to compare
the obtained results from EEG and peripheral sig-
nals with the proposed methods by Chanel et al. in
2009 [1], Koelstra et al. in 2011 [10], and Christy
et al. in 2012 [27]. In [27], the authors used the
DEAP database. The comparison of results shows that
the proposed method in this study outperforms these
previous studies.
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Table 2. Comparison of obtained results with those of previous studies.

Soleymani [10] Chanel [1] This work

Valence
EEG 57.6% 58% 63.83%

Peripheral 61.7% 50% 60.31%

Arousal
EEG 62% 60% 65.23%

Peripheral 57% 55% 65.31%

Liking
EEG 55.4% | 65.7%

Peripheral 59.1% | 66.41%

Table 3. Comparison of obtained results with those of
previous works studies.

EEG-
Peripheral

Christy [27] This work

Valence 62.19% 62.97%
Arousal 60.70% 63.30%

9. Conclusion

Emotion elicitation is a multi-modal process that
involves several components of the organism. As a
consequence, emotions are expressed through several
channels, giving rise to many emotional cues that can
be recorded by di�erent sensors. Since the information
recorded by those sensors can represent the activities
of the di�erent components involved in emotional
processes; combining the information obtained from
those sensors can improve the reliability of emotion
assessment. Therefore, we decided to combine EEG
and peripheral signals based on the concatenation
method.

Six base classi�ers (SVM, KNN, etc.) were used
in order to evaluate their performance and accuracy
and compared them with each other in classi�cation
of emotional classes for a common database. Then,
preparing them to implement combination mechanism
of classi�ers was the next target. The best recognition
accuracy among the base classi�ers was related to
KNN (for arousal and liking) and FLD classi�ers (for
valence). On the other hand, the worst recognition
accuracy was related to LDA classi�er (for each of three
dimensions).

In addition to enhancing results and improving
the quality of diagnosis, seven suitable combination
methods were used until their obtained results were
compared with each other and every one of six base
classi�ers. By using classi�ers combination method,
the results signi�cantly improved, and also the ob-
tained results from seven combination methods were
similar to each other and their standard deviations were
very low. On the contrary, the obtained results from six

base classi�ers di�ered from each other. In addition, it
is concluded that the obtained results from classi�ers
combination method are higher and independent of the
type of combination method (product, major voting,
etc.), but with using base classi�er, results depend
extremely on the type of classi�er.

For valence, arousal and liking dimensions, when
base classi�ers (SVM, KNN, etc.) were used, pe-
ripheral signals were more successful compared to
EEG signals; the combination of these signals led to
better results. Classi�ers combination signi�cantly
improved the recognition rates of emotions for EEG
signals approaching recognition accuracy of peripheral
signals or, in many cases, became more successful than
peripheral signals.
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Appendix

Tables A.1 and A.2 are numeric values of Figures 8,
9, and 14; Tables A.3 and A.4 are numeric values of
Figures 10, 11, and 15; Tables A.5 and A.6 are numeric
values of Figures 12, 13, and 16.

Tables A.7-A.9 are average of obtained accuracy
of EEG, peripheral, and EEG-peripheral signals for six
base classi�ers and seven combination methods.

Tables A.10-A.12 are numeric values of Fig-
ures 17, 18, and 19. They are comparison of average
results obtained from six classi�ers and seven combina-
tion methods for EEG, peripheral, and EEG-peripheral
signals.

Table A.1. Arousal dimension results using base
classi�ers.

Classi�er EEG Peripheral EEG-peripheral

SVM 55.63% 59.30% 55.78%
NM 59.84% 61.41% 60.39%

K-NN 65.23% 62.58% 62.11%
1-NN 59.06% 58.91% 60.08%
FLD 59.14% 61.48% 61.80%
LDA 44.30% 61.48% 43.67%

Average 57.20% 60.86% 57.30%
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Table A.2. Arousal dimension results using classi�ers
combination.

Combination
method

EEG Peripheral EEG-
peripheral

Product 64.04% 63.98% 62.89%
Mean 63.98% 63.91% 63.13%
Median 64.30% 65.41% 63.67%
Max 63.52% 63.52% 63.20%
Min 64.22% 63.52% 63.36%
Major voting 64.14% 65.31% 63.67%
Stacking 63.32% 63.52% 63.20%
Average 63.93% 64.16% 63.30%

Table A.3. Valence dimension results using base
classi�ers.

Classi�er EEG Peripheral EEG-peripheral

SVM 54.53% 58.52% 59.22%
NM 53.98% 57.89% 57.27%

K-NN 60.63% 57.50% 61.09%
1-NN 56.80% 57.27% 57.19%
FLD 61.33% 59.06% 60.70%
LDA 45.63% 58.98% 45.55%

Average 55.48% 58.20% 56.83%

Table A.4. Valence dimension results using classi�ers
combination.

Combination
method

EEG Peripheral EEG-
peripheral

Product 63.52% 60.31% 62.5%
Mean 63.83% 60.00% 62.97%

Medial 62.73% 59.92% 62.66%
Max 62.66% 60.16% 62.03%
Min 62.66% 60.16% 62.03%

Major voting 62.27% 59.69% 66.62%
Stacking 62.66% 60.16% 62.03%
Average 62.41% 60.05% 62.41%

Table A.5. Liking dimension results using base classi�ers.

Classi�er EEG Peripheral EEG-peripheral

SVM 51.17% 59.38% 53.44%

NM 58.75% 58.52% 59.53%

K-NN 65.70% 65.31% 66.41%

1-NN 59.69% 58.05% 61.41%

FLD 60.78% 64.06% 58.67%

LDA 33.98% 63.83% 33.91%

Average 55.01% 61.52% 55.56%

Table A.6. Liking dimension results using classi�er
combination.

Combination
method

EEG Peripheral EEG-
peripheral

Product 63.98% 65.70% 63.98%
Mean 64.06% 65.78% 64.14%

Medial 65.47% 65.70% 65.08%
Max 65.00% 65.86% 64.14%
Min 65.23% 65.86% 64.22%

Major voting 64.14% 65.31% 65.08%
Stacking 65.00% 65.86% 64.14%
Average 64.69% 65.72% 64.39%

Table A.7. Arousal dimension.

Classi�er &
combination method

Average
recognition accuracy

SVM 56.90%
NM 60.54%

KNN 63.30%
1NN 59.35%
FLD 60.80%
LDA 49.81%

Product 63.63%
Mean 63.67%

Median 64.46%
Max 63.41%
Min 63.70%

Major voting 64.37%
Stacking 63.34%

Table A.8. Valence dimension.

Classi�er &
combination method

Average
recognition accuracy

SVM 57.42%
NM 56.38%

KNN 59.74%
1NN 57.08%
FLD 60.36%
LDA 50.05%

Product 62.11%
Mean 62.26%

Median 61.77%
Max 61.61%
Min 61.61%

Major voting 61.86%
Stacking 61.61%

Table A.9. Liking dimension.

Classi�er &
combination method

Average
recognition accuracy

SVM 54.66%
NM 58.93%

KNN 65.80%
1NN 59.71%
FLD 61.17%
LDA 43.90%

Product 64.55%
Mean 64.66%

Median 65.41%
Max 65%
Min 65.10%

Major voting 64.84%
Stacking 65%
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Table A.10. Arousal dimension-comparison of average results obtained from six classi�ers and seven combination
methods.

EEG Peripheral EEG-
peripheral

Base classi�er 57.2% 60.86% 57.3%

Classi�er combination 63.93% 64.16% 63.3%

Table A.11. Valence dimension-comparison of average results obtained from six classi�ers and seven combination
methods.

EEG Peripheral EEG-
peripheral

Base classi�er 55.48% 58.2% 56.83%

Classi�er combination 62.41% 60.05% 62.41%

Table A.12. Liking dimension-comparison of average results obtained from six classi�ers and seven combination methods.

EEG Peripheral EEG-
peripheral

Base classi�er 55.01% 61.52% 55.56%

Classi�er combination 64.69% 65.72% 64.39%
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