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Abstract. Gas Metal Arc Welding (GMAW) is one of the most extensively used processes
in automated welding due to its high productivity. However, to simultaneously achieve
several con
icting objectives such as reducing production time, increasing product quality,
full penetration, proper joint edge geometry, and optimal selection of process parameters, a
multi-criteria optimization procedure must be used. The aim of this research is to develop a
multi-criteria modeling and optimization procedure for GMAW process. To simultaneously
predict Weld Bead Geometry (WBG) characteristics and Heat-A�ected Zone (HAZ), a Back
Propagation Neural Network (BPNN) has been proposed. The experimentally derived data
sets are used in training and testing of the network. Results demonstrate that the �nely
tuned BPNN model can closely simulate actual GMAW process with less than 1% error.
Next, to simultaneously optimize process characteristics, the BPNN model is inserted into
a Particle Swarm Optimization (PSO) algorithm. The proposed technique determines a set
of values for parameters and the workpiece groove angle in such a way that a pre-speci�ed
WBG is achieved while the HAZ of the weld joint is minimized. Optimal results are veri�ed
through additional experiments.
© 2017 Sharif University of Technology. All rights reserved.

1. Introduction

Gas Metal Arc Welding (GMAW) is the most widely
used process in automated welding industry. Because
of its consumable electrode, GMAW has a higher
productivity than another generally used arc welding
process, i.e. Gas Tungsten Arc Welding (GTAW) [1].
High productivity rate due to the continuous feed of
wire electrode, low weld discontinuity, no slag inclusion,
and low thermal hazard on base metal is the main merit
of this process [2].

Increasing productivity of any welding process
while maintaining or even improving the weld quality
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has been the task of scholars in development of welding
processes [2]. Previous predictive studies on GMAW
process have had various purposes. Researchers have
attempted to model GMAW process and then tried to
optimize it through di�erent methods [3,4].

Di�erent factors in
uence the size of Heat-
A�ected Zone (HAZ) and Weld Bead Geometry
(WBG), which have been considered as the most
important measures in GMAW process. A signi�cant
group consists the process parameters to be set on the
welding machine; viz., welding speed (S), arc voltage
(V ), wire feed rate (F ), and nozzle-to-plate distance
(D) [5]. Besides, in all fusion welding processes,
selection of groove angle (A) is a key variable a�ecting
welding geometry. Without proper groove angle, the
entire internal portion of the joint would not be fused,
ending in a weak joint. Therefore, appropriate selection
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of groove angle, as well as the values of GMAW input
parameters, plays an important role in determining the
quality of the weld joint. Consequently, to achieve
full penetrated weld with desired WBG, process pa-
rameters selection and joint edge preparation must be
carefully considered.

Arti�cial Neural Networks (ANNs) are widely
proposed in the literature as mathematical tools to
implement the estimation methods needed in processes
of this kind, because of its learning capability [5-8].
There are many types of ANNs, which vary in archi-
tecture, strategy of learning, and implementation of
transfer functions. Back Propagation Neural Network
(BPNN) has received considerable attention in view
of its universal approximation capabilities. The main
architectural features of BPNN are the number of
hidden layers and the number of processing elements
(nodes) in each hidden layer. These factors have to be
taken into account and determined in advance of the
process modeling [7-9].

From the literature review, Singh et al [9] studied
the e�ect of polarity on WBG in Submerged Arc
Welding (SAW) using mathematical models. Re-
sponse Surface Methodology (RSM) has been used
for predicting the critical dimension of WBG and
shape relationships at straight polarity and reverse
polarity. The developed models have been checked for
adequacy and signi�cance by F-test and t-test. The
WBG and penetration in GMAW process have been
modeled using ANN by Nagesh and Datta [10]. It
has been shown that welding current, arc voltage, and
welding speed are the parameters that mostly a�ect
depth of penetration. Longer arc-length and too small
arc-length produce poor penetration. It was shown
that high arc travel rate or low arc power resulted
in poor fusion. Higher electrode feed rate produced
higher bead width. An ANN model for modeling and
prediction of WBG in GMAW process with alternating
shielding gases has been proposed by Campbell et
al. [11]. The models were used to predict penetration,
width, and e�ective throat thickness under a set of weld
parameters and alternate frequency of shielding gas.
A procedure based on ANNs for modelling of GMAW
parameters has been proposed by Ates [12]. Mechanical
properties of the weld joint such as tensile strength,
impact strength, elongation, and weld metal hardness
have been modeled and predicted using the proposed
ANN. Results validated that ANN could be used as an
alternative method to calculate the gas mixture.

Recently, various mathematical methods and
heuristic algorithms have also been used to �nd the op-
timal process parameters settings. Heuristic algorithms
such as Particle Swarm Optimization (PSO), Simulated
Annealing (SA), ant colony, etc. have proved to be
powerful methods for solving large combinatorial mod-
eling and optimization problems such as multi-criteria

optimization of manufacturing processes. An approach
for modeling and optimization of GMAW process
using regression modeling and SA algorithm has been
presented by Kolahan and Heidari [13]. To develop
mathematical models, di�erent regression functions
have been �tted on the experimental data gathered
by orthogonal array technique. Next, SA algorithm
has been used to develop the models. Con�rmation
results demonstrated that the proposed regression-SA
method could accurately determine welding parameters
as a desired bead geometry speci�cation. To develop
mathematical models for WBG of Tungsten Inert
Gas (TIG) welding process, multiple linear regression
techniques have been used [14]. Also, by using the
same experimental data, an attempt has been made
to model the process using BPNN. Then, Genetic Al-
gorithmic (GA) coupled with BPNN has been applied
to optimize the process parameters. The input-output
relationships for 
ux cored arc welding of the mild
steel plates were simulated by Dhas and Kumanan [15]
through regression modeling technique. The developed
model has been implanted into a PSO algorithm to
determine optimal process parameters for minimization
of BW. A good agreement between the optimized
values obtained from this technique and experimental
results has been shown. An ANN-PSO algorithm for
simulation and optimization of WBG of 316L nickel
based super alloys in 
ux cored arc welding process has
been proposed by Katherasan et al. [16]. ANN has been
used for modeling of the process; then, the developed
model has been embedded into a PSO algorithm, which
optimizes the process parameters. Performances of
regression analysis approach, BPNN, and ANN models
coupled with GA (ANN-GA) have been compared for
TIG welding process [17]. It has been illustrated that
ANN approaches could produce predictions that are
more adaptive than those of the conventional regression
analysis approach. ANNs, GA, SA, and Quasi Newton
line search techniques have been combined by Chaki
et al. [18] to develop three integrated models of ANN-
GA, ANN-SA, and ANN-Quasi Newton for modelling
and optimization of welding strength for hybrid CO2
laser-MIG welded joints of aluminum alloy. According
to the results, integrated ANN-GA procedure has
revealed the best performance in comparison with
others.

According to the literature review, there is exten-
sive research on modeling and optimization of GMAW
process. Nevertheless, to the best of our knowledge,
there is no published study in which both process
parameters and groove angle are simultaneously con-
sidered and optimized using the proposed procedure.
Therefore, in this study, a BPNN model has been
developed to establish the relations between input
and output parameters of the process. The proposed
BPNN model has �ve input parameters and four
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output characteristics, among which we have taken
into account the WBG as well as HAZ speci�cations.
In the proposed BPNN-PSO approach, multi-criteria
optimization is carried out to determine optimal groove
angle and the values of process parameters simultane-
ously to obtain the desired WBG and minimum HAZ.

2. Material and experimental procedure

2.1. Material and equipment
Experiments were carried out on API-X42 steel plates,
widely used in oil pipeline industry with dimensions of
120 mm � 50 mm � 10 mm. The chemical composition
and mechanical properties of the alloy are reported in
Table 1.

API-X42 steel alloy is widely used in such in-
dustries in which the welded parts are subjected to
high stresses or corrosive environments that demand
high quality weld joints, such as petrochemical plants
and oil pipelines. In these welding processes, the
values of process parameters a�ect the quality of
welded joints. Furthermore, for plates with more than
6 mm of thickness, joint edge preparation is often
necessary when plates are to be welded. This edge
modi�cation concentrates heat in the area to be melted
and allows for the reduction in the arc power necessary
for penetration. The joint edge geometry is shown in
Figure 1.

A GAAM-PARS MIG-SP 501W (GAAM-Co,
Iran) semi-automatic welding machine with constant
voltage and recti�er type power source has been used
to carry out the experiments (Figure 2). A copper-

Figure 1. Joint edge geometry for GMAW of plates with
more than 6 mm of thickness.

coated coil with 1 mm of diameter (ER70S-6G4Si1)
has been used as electrode. A mixture of 75% Ar and
25% CO2, with the 
ow rate of 12 L/min, has been
used as welding shield gas. A schematic illustration of
GMAW process has been shown in Figure 2.

In this study, WBG for the specimens has been
prepared by milling process in the form of V-beveled
based on ANSI/AWS D 1.1 standard [19].

2.2. Design of experiments and experimental
results

Arc voltage is the electrical potential between the elec-
trode and the workpiece before beginning the arc. This
factor is a major factor that a�ects the energy input of
arc and can be directly adjusted at the power supply;
but, when the arc starts, arc voltage drops during
the process. The nozzle-to-plate distance (the arc
length) changes the arc voltage; therefore, increasing
or decreasing the nozzle-to-plate distance will increase
or decrease the arc voltage and arc length; but, by
increasing the work length, the arc will be dispersed
and this decreases the energy focus. Another impor-
tant factor in GMAW is wire feed rate that controls
the deposition rate. In constant-voltage recti�er-type
GMA machines, the wire feed speed with arc voltage
setting controls the amperage (an increase in wire feed
speed and arc voltage increases the amperage while

Figure 2. Schematic representation of the GMAW
process.

Table 1. Chemical composition and mechanical properties of API-X42 steel alloy.

Chemical composition Percentage (%) Mechanical properties

Fe 97.25 Yield Stress (YS) 486 MPa
C 0.60 Ultimate Tensile Strength (UTS) 513 MPa
Mn 1.20 YS/UTS 0.95
Si 0.45 Fracture energy in 30�C 117 Joule

Other elements: Si+Mg+Cr+Ti 0.50 Total elongation 21%
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welding and vice versa) [1]. Therefore, on GAAM-
PARS MIG-SP 501W machine, the welding current is
not an independent factor and welding amperage is a
function of the feed rate and voltage. An increase or
decrease in welding speed (nozzle travel speed) causes
higher or lower �ller metal to be deposited on the
base metal. The travel speed must be increased to
maintain the reasonable process e�ciency and lower
time of production process; however, incomplete fusion
may occur on fast nozzle traverse speed. With excessive
travel speed, the arc will outpace the shielding gas,
resulting in porosity. To obtain a quality weld and
cost-e�ective use of �ller metal and energy and time
consumption, joint design must be considered in any
type of welding process. This will depend upon
several factors including material type, thickness, joint
con�guration, and strength required. V-groove welds
are often made on butt joint for parts with more than
6 mm of thickness. A butt joint occurs when the
surfaces of the members to be welded are in the same
plane with their edges meeting and the groove angle
(joint chamfer angle) is the included total angle of
the joint. The groove angle for a groove weld must
be large enough for the torch to �t into the groove
and full penetrated weld will be produced. The groove
angle depends upon metal thickness, desired electrode
extension, and torch nozzle size. Usually, V-groove
welds are made for the metals with low weld-ability
characteristic, such as API-X42 steel alloy [20].

The weld penetration, bead geometry, and quality
of weld are a�ected by further key variables such as po-
larity of power supply, electrode orientation (direction
of travel), and shielding gas 
ow. External shielding
gases vary in composition and 
ow rate, allowing the
proper arc voltage and amperage parameters to be
used. Shielding gas composition also a�ects bead ap-
pearance, fusion, and property of joint. Mixing argon
and CO2 as shield gas provides a broad weld with a

at crown and good color match, reduced porosity, and
excellent alloy retention with good corrosion resistance.
This mixture can also be used for the automatic weld-
ing of stainless steel. Argon with controlled addition of
CO2 will produce an excellent weld bead appearance
with minimum spatter. In this study, shield gas is
made of 75% Ar + 25% CO2 mixture with the 
ow
rate of 12 L/min. Another way to a�ect the weld
shape is to change the direction of travel (electrode

orientation). Direction of travel for electrode refers
to the GMAW gun position during welding process in
relation to the work. The forehand technique, also
referred to as a push technique, produces a 
atter
weld; the weld torch/gun is pointed in the direction
of travel. This technique is suitable for thinner sheet
metals or when the edges of parts are prepared before
welding via machining. Forehand technique is preferred
for spray transfer or short-circuits transfer, because
it lends itself to better shielding gas coverage over
the solidifying weld metal. Forehand technique on
sheet materials provides high welding speeds, adequate
penetration, and minimal distortion; thus, in this
study, this technique is adjusted for all trials. In
GMAW process, polarity selection is also a critical
factor. Direct Current Electrode Positive (DCEP)
is the foremost preferable setup for all industrialists,
yielding su�cient localized heating of both �ller and
base metals. This provides quality bead characteristics
and superior weld penetration. On the other hand,
Direct Current Electrode Negative (DCEN) produces a
globular transfer and poor fusion properties that make
its use undesirable; accordingly, DCEP polarity is set
out on the welding machine for all experiments [20,21].

Nozzle-to-plate distance (D), arc voltage (V ),
wire feed rate (F ), and welding speed (S) are the
most prominent parameters in GMAW process [1,3,5].
Similarly, process quality measures include Bead Pen-
etration (BP), Bead Width (BW), Bead Height (BH),
and Heat-A�ected Zone (HAZ).

Several preliminary tests were conducted to deter-
mine the feasible working ranges of each input variable
(Table 2). The variable limits were then evaluated
by inspecting the weld joint for a smooth appearance
and good penetration without any visible defects such
as surface porosities and undercut. According to the
preliminary test results, the input variables and their
corresponding levels are listed in Table 2.

As illustrated, welding speed (S), wire feed rate
(F ), arc voltage (V ), and groove angle (A) would
be evaluated at three levels each, while nozzle-work
distance (D) is considered at two levels. Other process
input factors such as electrode polarity, composition,

ow rate of shielding gas, etc. are kept constant.

When the process input parameters and their
corresponding ranges are selected, the next step is
to select an appropriate design matrix for carrying

Table 2. GMAW process input parameters and their corresponding levels.

Level
Welding

speed (S)
(cm/min)

Wire feed
rate (F )
(m/min)

Arc
voltage (V )

(v)

Groove
Angle (A)
(degree)

Nozzle-work
distance (D)

(mm)
Level 1 15 5 30 50 6
Level 2 20 7 35 70 12
Level 3 25 9 40 90 |
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out the experiments. Design Of Experiments (DOE)
facilitates the identi�cation of the in
uence of indi-
vidual parameters, founding the relationships between
process parameters and process characteristics, and
�nally determining the optimum levels. One of the
e�ective techniques that can dramatically reduce the
number of experiments required to gather necessary
data is Taguchi orthogonal array technique [20,22].
Given the number of input parameters and their levels,
in this study, Taguchi's L36 has been nominated to
provide a design for test runs. To increase accuracy,
experimental tests are carried out in random orders.

Bridge Cam (TWI model) was employed for
measuring BHs and BWs (Figure 3). Measurements
were taken in three places along the weld lines and
then averaged out. Two transverse cross sections were
made on each sample for measuring HAZs and BPs.
Next, the cut faces were polished and etched using
10% Nital solution to show WBG speci�cations and
heat-a�ected zones. Then, an optical microscope with
X10 magni�cation was used (Figure 3). Afterwards,
the images were processed by Microstructural Image
Processing (MIP) software to determine HAZs and
WBGs of samples.

A sample of weld joint with transverse cross
section processed by MIP software is illustrated in
Figure 4.

Parameters, set along with their correspond-
ing outputs, are illustrated in Table 3; besides the
test numbers, the �rst �ve columns represent input

parameters settings used to perform experiments and
the measured process outputs have been shown in the
last 4 columns.

2.3. Analysis of variance of process
characteristics

The basic idea behind analysis of variance (ANOVA)
is to determine how well a model �ts the experimental
data and, therefore, represents the actual process
under study [22-24]. ANOVA results may provide the
percent contributions of each parameter. The percent
contributions of the GMAW parameters on BP, BW,
BH, and HAZ are shown in Figures 5, 6, 7, and 8,
respectively [22].

Figure 5. Percent contributions of machining parameters
to the BP.

Figure 3. Bridge cam welding gauge and optical microscope used for measuring process quality measures.

Figure 4. MIP software used for evaluation of WBG and HAZ .



M. Azadi Moghaddam et al./Scientia Iranica, Transactions B: Mechanical Engineering 24 (2017) 260{273 265

Table 3. Taguchi design of experiments for GMAW process and their corresponding experimental outputs.

No. D
(mm)

A
(degree)

V
(v)

F
(m/min)

S
(cm/min)

BW
(mm)

BP
(mm)

BH
(mm)

HAZ
(mm)

1 6 50 30 5 15 8.99 5.55 2.43 3.51
2 6 70 35 7 20 8.61 5.28 2.64 3.99
3 6 90 40 9 25 10.33 5.14 2.85 4.25
4 6 50 30 5 15 8.99 5.55 2.43 3.93
5 6 70 35 7 20 9.69 5.28 2.64 3.99
6 6 90 40 9 25 10.03 5.14 2.85 4.33
7 6 50 30 7 25 7.26 4.48 2.30 3.02
8 6 70 35 9 15 11.44 6.13 4.01 4.92
9 6 90 40 5 20 10.80 4.71 2.21 4.17
10 6 50 30 9 20 8.33 5.79 3.04 3.63
11 6 70 35 5 25 8.37 3.94 2.26 3.25
12 6 90 40 7 15 11.03 6.6 3.10 5.26
13 6 50 35 9 15 10.25 6.76 4.06 4.73
14 6 70 40 5 20 10.22 5.24 2.45 4.05
15 6 90 30 7 25 8.26 3.50 1.84 3.25
16 6 50 35 9 20 9.25 5.74 3.54 4.09
17 6 70 40 5 25 9.16 4.49 2.21 3.62
18 6 90 30 7 15 10.62 4.98 2.33 4.22
19 12 50 35 5 25 8.50 4.81 2.54 2.98
20 12 70 40 7 15 13.37 6.70 3.77 4.88
21 12 90 30 9 20 10.37 4.14 2.60 3.72
22 12 50 35 7 25 8.83 4.76 3.00 3.26
23 12 70 40 9 15 13.74 6.43 4.40 5.21
24 12 90 30 5 20 9.72 3.25 1.82 3.63
25 12 50 40 7 15 12.41 6.82 5.35 5.49
26 12 70 30 9 20 9.81 4.60 2.89 2.59
27 12 90 35 5 25 9.68 3.24 1.91 3.20
28 12 50 40 7 20 10.78 6.33 3.80 4.06
29 12 70 30 9 25 8.80 3.94 2.51 3.22
30 12 90 35 5 15 12.43 4.61 1.93 4.16
31 12 50 40 9 25 9.94 6.02 3.99 3.87
32 12 70 30 5 15 9.72 4.40 2.31 3.57
33 12 90 35 7 20 11.20 4.34 2.60 3.93
34 12 50 40 5 20 10.39 5.51 3.09 3.71
35 12 70 30 7 25 8.56 3.55 2.23 3.00
36 12 90 35 9 15 11.29 6.07 3.47 5.73

According to Figure 5, welding speed is the
major factor a�ecting the BP with 29% contribution,
followed by arc voltage and angle with 26% and 21%,
respectively. Moreover, it reveals that nozzle-to-plate
distance has trivial e�ect on BP.

Furthermore, welding speed is the major factor
a�ecting the BW (Figure 6) with 31% contribution,
followed by arc voltage with 27% e�ect. Figure 6

depicts that nozzle-to-plate distance has the least
signi�cance with 11% contribution.

The main process parameter a�ecting BH is arc
wire feed rate with 27% contribution (Figure 7). Ac-
cording to this �gure, welding speed and groove angle
are the next signi�cant parameters a�ecting the BP
with 24% and 21% contributions, respectively.

Figure 8 illustrates the percentage contributions
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Figure 6. Percent contributions of machining parameters
to the BW.

Figure 7. Percent contributions of machining parameters
to the BH.

Figure 8. Percent contributions of machining parameters
to the HAZ.

of process parameters on the HAZ. According to this
�gure, the most important parameter that a�ects the
HAZ is welding speed with 38% contribution followed
by arc voltage and wire feed rate with 31% and 17%
contributions, respectively. Nozzle to plate distance
has the least e�ect on the HAZ with 4% contribution.

In the following sections, these measured process
outputs are used to model the GMAW using BPNN.

3. Back propagation neural network model for
GMAW process

Back Propagation Neural Network (BPNN) is the
improvement of Arti�cial Neural Network (ANN) al-
gorithm learning representations by back-propagating
errors, which was developed in 1985 by Rumelhart
et al. [25] and has been widely used in parameters
optimization in many �elds such as electric discharge
machining process, plastic injection molding, blending
polyethylene terephthalate with titanium dioxide par-
ticles, even medicine, etc. [25]. ANNs are built by
connecting processing units, called nodes or neurons.
Each input (Xi) is associated with some weight (Wi),
which takes a portion of the input to the node for
processing. The node combines the inputs (XiWi)
and produces net input, which in turn is transformed
into output with the help of transfer/activation func-
tion [21]. Learning, generalization and parallel pro-
cessing are important advantages of ANN that make it
suitable for GMAW process modeling [21].

3.1. BPNN network developing
Multi-Layer Perceptron (MLP) is one of the most com-
monly used ANN structures because of its capability
to solve non-linearly separable classi�cation problems
and to approximate continuous functions [16,25]. A
supervised way in the training stage has been used
for tuning of its weights and biases, providing a set
of pairs of input-output values, which allow the MLP
to learn the relations between the input and output
variables [25].

A BPNN consists of multiple layers of nodes in a
directed scheme, with each layer being fully connected
to the next one. Except for the input nodes, each node
is a neuron with a nonlinear activation function de�ned
by [25]:

Fi;j =
1

1 + exp�P (Wi;j�1;Oi;j�1) ; (1)

where, for the ith neuron in the jth layer,
P (Wi;j�1; Oi;j�1) is given by:

P (Wi;j�1; Oi;j�1) =
mX
j=1

nX
i=1

Wi;j�1:Oi;j�1; (2)

where, n and m are the numbers of hidden layers
and neurons in each layer, respectively. Wi;j�1 is the
weight of the ith neuron in the (j � 1)th layer. In
this study, for modeling of the GMAW process, the
total number of input nodes is �ve (nozzle-to-plate
distance, groove angle, arc voltage, wire feed rate, and
welding speed). The best architecture for modeling
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(the number of hidden layers and the number of nodes
in each hidden layer) has been chosen by trial and error
method. Furthermore, the transfer function of each
processing element is identi�ed and the next network is
trained to interrelate the process parameters to output
responses. The outputs of trained model are BW, BP,
BH, and HAZ.

Since the number of outputs for the trained model
is four: BP, BW, BH and HAZ, linear transfer functions
have dealt with outputs of nodes in the last hidden layer
to calculate the network outcomes (y(net)

k ) as:

y(net)
k = cik � P (Wi;j�1; Oi;j�1) + bik;

k = 1� 4; (3)

where, cik and bik are constant real numbers (bik =
biases). Network training involves two phases through
di�erent layers of the network: a forward phase and a
backward phase. In the forward phase, input vectors
are presented and propagated forward to compute the

outputs and the Mean Square Error (MSE) via the
following relation:

MSE =
1
n

nX
k=1

�
Yk � y(net)

k

�2
: (4)

The backward phase is an iterative error reduction
performed in the backward direction from the output
layer to the input layer. The Levenburg-Marquest
algorithm is used to minimize the MSE [20,25]. Several
tests are carried out to �nd the best neural network ar-
chitecture, training parameters, and learning algorithm
coe�cients. Appropriate BPNN architecture with
three hidden layers is selected. A 5-5-3-6-4 architecture
results in the best interpolation performance and less
MSE value. Con�guration of the developed BPNN is
schematically illustrated in Figure 9.

The comparison between the capabilities of re-
sponse predictions by the developed model and the
experiments has been shown in Figure 10. Good

Figure 9. Architecture of back propagation neutral network model for GMAW process.

Figure 10. Comparison between experimental and predicted BWs, BPs, BHs, and HAZs by the BPNN models.
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agreement with a negligible small error exists; thus,
the developed BPNN predicts the process in a favorable
level.

As clearly proved in Figure 10, the predicted out-
puts given by BPNN closely follow the experimentally
measured data. The relative errors between predicted
and measured BWs, BPs, BHs, and HAZs are 0.52%,
0.33%, 0.43%, and 0.82%, respectively. Maximum error
is less than 6% for all 36 data sets. Consequently, the
developed BPNN model may appropriately substitute
the actual GMAW process. In the following, this model
has been used as the process estimator in the proposed
BPNN-PSO optimization process to �nd the optimal
parameters settings.

Concerning the statistically signi�cant param-
eters (not involved in this paper), it is clari�ed
that within the parameters selected for the research,
welding speed (S) and arc voltage (V ) are the ma-
jor factors a�ecting all output objectives. When the
traveling speed increases, the focus of arc energy
on the molten zone decreases and results in a nar-
rower and lower penetrated weld bead. On the other
hand, when the arc energy input focus in speci�c
area of the plate decreases, the HAZ and thermal
e�ect on base metal decrease too [2]. Fast torch
traveling has negative in
uence on the process per-
formance and results in improper weld joint. Low

speed selection increases the operation time and re-
duces the productivity; therefore, favorable welding
speed is expected to be obtained. As arc voltage
and the wire feed rate increase, all of the process
responses increase. The increase in arc voltage in-
creases the arc energy and hence, the heat input
in plates increases. However, by increase in welding
speed, the required energy for melting the wire elec-
trode should be increased; but, this energy is not
focused on the joint fusion su�ciently; hence, an
optimum selection of voltage and welding speed is
expected.

The direct e�ect of these two main in
uencing
parameters on the process performance measures was
studied via 3D response surfaces by keeping the rest
of the process parameters at the constant levels. The
graph given in Figure 11 shows the predicted output
performance measures depending on the welding speed
and voltage. They demonstrate the interaction e�ect of
welding speed and voltage on the measured responses.
Other processing input parameters are maintained
constant: D = 6 mm, F = 7 m/min, and A = 70�.

It is ascertained from Figure 11 that weld pene-
tration, width of heat-a�ected zone, bead height, and
bead width attain their maximum values when speed
of welding is in the lowest level while voltage is in the
highest level.

Figure 11. 3D surface plot of the predicted responses (BW, BP, BH and HAZ) versus voltage and welding speed.
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4. Optimization of GMAW process

4.1. Problem explanation
Looking for the best design by di�erent variables,
which satis�es the best process performance while
not disturbing the design restraints, is the goal of
process optimization. A proper weld shall be such that
the completed weld has a substantially uniform cross
section. At no point shall the crown surface of bead
be below the outside surface of the parent plate, nor
should it be raised above the parent by more than an
upper limit value. Also, the bead width should be a
little bigger than the original groove (crown width). On
the other hand, the optimum value of bead penetration
is equal to thickness of sample plates, while greater
penetration requires larger heat inputs; thus, the risk
of undercut, high overlap, and heat-caused defects in
parent material increases.

A standard weld pool is de�ned in American
Petroleum Institute (user manual no 1104 released by
the API) by its appearance (Figure 12) [21].

Therefore, based on API standard [21], the follow-
ing rules may be used to achieve a high quality WBG:

OGW<BW<OGW+1.6 mm;

BP�6 mm; 0.8 mm<BH<1.6 mm: (5)

Settings of GMAW parameters can signi�cantly in
u-
ence the WBG speci�cations. Furthermore, Original
Groove Width (OGW) of the parameter is directly
related to the Root Opening (RO), Root Length
(RL), groove angle (A), and workpiece thickness (T )
(Figure 13). It is given by:

OGW = 2� (T �RL)� tg
�
A
2

�
+Ro: (6)

Figure 12. Desired V-beveled butt joint for gas
pipeline [21].

Figure 13. Speci�cations of joint edge geometry in
GMAW process.

4.2. Particle swarm optimization algorithm
Particle Swarm Optimization (PSO) algorithm is an
intelligence technique developed by Eberhart and
Kennedy in 1995 [18]. PSO is a stochastic and
population-based adaptive optimization method in-
spired by social behavior of bird 
ocks. As one
of the versatile and e�cient swarm intelligence tech-
niques, PSO has attracted increasing attention and
been widely applied in various areas [26-29]. The
outstanding feature of PSO is its new solution gen-
eration mechanism, which distinguishes it from other
biologically inspired optimization techniques. PSO
guides its search direction by this generation strategy
in which each particle updates its velocity through a
linear combination of its present status, best historical
experience, and the best swarm experience. Such
a velocity updating strategy is easy to achieve, but
experimentally ine�cient when searching in a complex
space. The reason may be that the swarm will converge
quickly by tracking only its best historical experience
and best global experience. It is easy to fall into
local optima due to the lack of an e�ective escaping
mechanism at the latter stage of evolution. Therefore,
how to choose the typical and promising representative
solutions among the current population and powerful
local search techniques to execute the local optima
on these promising solutions is e�ective on the per-
formance of PSO [26,28]. Although conventional PSO
can rapidly �nd out good solutions, it may be trapped
in local minimum and fail to converge to the best
position [17]. To obviate this problem and improve
resolving capacity, an improved PSO algorithm with
mutation is used. Using both the best and the
worst particle positions in the improved PSO algorithm
accelerates �nding of the optimal solution. Particle
positioning is accomplished by modifying the particle
parameters, including speed and position (Vi and Xi),
de�ned by the following expressions [27].

Xi(k + 1) = Xi(k) + Vi(k + 1);

Vi(k + 1) =
:Vi(k) + c1r1(pi � xi(k))

+ c2r2(pg � xi(k)); (7)

where c1 and c2 are acceleration parameters, r1 and r2
are random numbers ranging between 0 and 1, and 

represents the inertia weight, which decreases linearly
from 1 to near 0 as the search progresses. In addition,
pi and pg denote the best position of the ith bird
and the best position of the entire colony, respectively.
Each heuristic algorithm has its own parameters that
a�ect its performance in terms of solution quality and
computational speed. It is noted that the parameters
of PSO also have to be tuned to achieve the best
performance. Flowchart of the proposed BPNN-PSO
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Figure 14. Flowchart of the proposed BPNN-PSO
algorithm for GMAW process optimization.

algorithm for GMAW process optimization is shown in
Figure 14.

4.3. Results of optimization and veri�cation
tests

In order to obtain a weld joint with desired WBG spec-
i�cations and minimum HAZ on API-X42 steel plates,
an integrated multi-criteria BPNN-PSO procedure has
been employed. To de�ne the ideal dimensions of WBG
based on API standard, Eq. (5) is used [19]. According
to Table 2, groove angle of plates can di�er between 50
to 90 degrees (50� < Ai < 90�), arc voltage may change

Figure 15. Convergence curve for the proposed
algorithm.

in the range of 30 to 40 volts (30 < Vi < 40), etc. The
BPNN model, incorporated into PSO algorithm in each
iteration, acts as the objective function to calculate
the GMAW characteristics. For the best set of values
for parameters, by which HAZ is minimized and pre-
de�ned dimensions of WBG are obtained, the feasible
solution space is searched by the algorithm.

As stated, to develop the performance of the
optimization algorithm, the values of its parameters
must be properly determined. Inertia weight was set
at 0.5 and the best population size was found to be 20
for all generations based on the results of several test
runs. The computer code of BPNN-PSO algorithm
was run several times using a set of various initial
populations in order to avoid local optima. After a
pre-determined number of non-improving generations
was observed, the algorithm terminated. Figure 15
exhibits the convergence curve of a sample run in which
the code terminated after 35 generations, including 5
consecutive generations with no improvement in the
objective function.

Table 4 shows two sets of the best GMAW process
parameters settings for which the value of the multi-
criteria objective function is minimized. It should be
stated that both sets ended in the same values for
the objective function. In Table 4, optimal process
parameters given by PSO algorithm have been shown
in the �rst 5 columns. Experiments were carried
out based on the optimized settings, whose measured
outputs are reported in the last 4 columns of the table
to assess the performance of the proposed BPNN-PSO
method. It has been shown that optimized HAZs are
at least 75% smaller than all those reported in Table 4
(1.64 and 1.69 mm vs. 3.00 mm in test no. 35) by
comparing GMAW process test results. Moreover, the
measured weld beads are well within the proper ranges
delineated by API standard (Eq. (5)). Likewise, the
WBGs resulted from optimized parameters settings are
much better than all those of the 36 tests performed
based on Taguchi method. These results approve
that the proposed approach is quite e�cient in �nding
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Table 4. Optimal parameters and their corresponding responses.

Optimal
process
setup

Process parameters Experimental responses
D

(mm)
A

(degree)
V
(v)

F
(m/min)

S
(cm/min)

BW BP BH HAZ

Setting 1 6 70 33 6 21 6.91 6.10 1.23 1.64

Setting 2 7 75 34 6.2 20 6.96 6.12 1.49 1.69

the best set of parameters settings for multi-criteria
optimization of GMAW process.

Large HAZs may cause fracture and corrosion due
to pronounced metallurgical changes in this region [29].
Conversely, for higher strength, bigger WBG (espe-
cially larger BW and BP) is desired. A satisfactory
WBG is often de�ned by the speci�c requests and
industries for which the welded parts are intended. In
most cases, WBG and HAZ are con
icting character-
istics in which pre-de�ned WBGs and small HAZs are
to be obtained. Achieving such con
icting objectives
necessitates careful selection of parameters settings.
Given the vast number of possible combinations for
parameters settings, trial and error is quite ine�cient.
Conversely, multi-criteria modeling and optimization
proved to be both more e�cient and more e�ective
in �nding the best set of GMAW process parameters.
With respect to the two characteristics used in this
research, optimal parameters settings should produce
a weld joint with small HAZ and WBG characteristics
close to those given by Eq. (4). Table 4 listed
the optimized values of parameters, which indicated
that for minimum possible HAZ, both nozzle to plate
distance (D) and arc voltage (V ) should be at their
lower permissible ranges. These, together with the
values of other optimized process parameters, ensure
that the pre-de�ned WBG is obtained. Consequently,
a well-balanced welded joint may be achieved satisfying
both distinct objectives by application of the proposed
BPNN-PSO approach.

5. Conclusion

Selection of process parameters levels could signi�-
cantly a�ect the quality of �nal product in GMAW
process. In contrast, the con
icting nature of the
process characteristics and the interactions of process
parameters require simultaneous selection of process
parameters in order to achieve the con
icting goals.
In this study, the e�ects of GMAW process parameters
settings on the 4 important output characteristics for
API X42 steel alloy have been investigated. Further-
more, the problem of multi-criteria modeling of the
process has been addressed. First, using orthogonal
array Taguchi method, a set of experiments has been
performed to collect the required data. Then, 5 process
input variables, namely, Angle (A), nozzle-to-plate

distance (D), welding voltage (V ), wire feed rate
(F ), and welding speed (S), are taken into account
using the BPNN model to simultaneously predict 4
outputs responses, namely, Bead Penetration (BP),
Bead Width (BW), Bead Height (BH), and Heat-
A�ected Zone (HAZ). The accuracy of the proposed
model has been veri�ed using a set of experiments,
which illustrate that the proposed model can accurately
simulate the actual GMAW process. Next, the model
has been coupled with PSO algorithm to optimize the
process. The optimization procedure includes �nding
a certain combination of process parameters to obtain
a WBG with speci�c dimensions and minimize HAZ.
According to the results of ANOVA, welding speed
is the major factor a�ecting the BP and BW with
29% and 31% contributions, respectively. Moreover,
wire feed rate with 27% and welding speed with
38% contributions are the most signi�cant parameters
a�ecting BH and HAZ, respectively. High arc voltage
(V ) and nozzle to plate distance (D) usually end in
larger heat input rate, which increases the size of HAZ.
According to the values of optimized parameters given
by the proposed procedure, both arc voltage and nozzle
to plate distance should be set at their lower levels
(6 m/min and 33 V, respectively). Such settings,
along with the values for other three parameters, would
result in a WBG with desired conditions while keeping
HAZ on its minimum. The results illustrate that
WBGs are well within the desired ranges while HAZs
have been reduced considerably, creating a near perfect
balance among the con
icting objectives. Furthermore,
optimization results are consistent with the inherent
characteristics of GMAW process. Moreover, in this
study, both performance measures are given equal
weights of 50% each. Any other combination of these
two objectives may also be achieved based on the
relative importance of the HAZ and WBG and with
minor modi�cations in the objective function.
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