
Scientia Iranica B (2015) 22(6), 2198{2208

Sharif University of Technology
Scientia Iranica

Transactions B: Mechanical Engineering
www.scientiairanica.com

PA-DHK: Polarity analysis for discovering hidden
knowledge

J.-D. Kima;�, J. Sona, H. Peter Ina, S.-H. Hwangb, H. Leeb and D.-K. Baikc

a. Department of Computer and Radio Communications Engineering, Korea University, Seoul, Republic of Korea.
b. Department of Computer Science & Engineering, Sun Moon University, Asan, Republic of Korea.
c. Graduate School of Convergence IT, Korea University, Seoul, Republic of Korea.

Received 22 May 2014; received in revised form 15 June 2015; accepted 5 October 2015

KEYWORDS
Social network
services;
Polarity analysis;
Formal concept
analysis;
Knowledge discovery;
Twitter content.

Abstract. In a Social Network Service (SNS), a large amount of data with a variety of
characteristics is generated through voluntary participation of users. These data are called
\Big Social Data." Big social data can identify not only content registered on the web
but also the relations of the friends of users. One of the most representative studies on
SNS is analysis of the characteristics of social content and social relations, because SNS
users tend to add people who are in close contact with them and have similar interests to
their list of friends. Finding new knowledge from these large amounts of big social data
can be very useful. This paper proposes a polarity analysis method for discovering hidden
knowledge based on formal concept analysis in SNSs called PA-DHK. Further, we show,
via experiments, that our data analysis approach can be applied to knowledge discovery
using association rules.
© 2015 Sharif University of Technology. All rights reserved.

1. Introduction

Social data analysis, in which various web resources are
crawled in order to collect the required information,
is a hot research topic. In a Social Networking
Service (SNS), the collected information is used to gain
more knowledge and the right approach to particular
issues [1]. One of the most representative studies on
SNSs is analysis of the characteristics of the social
content and social relation, because SNS users tend
to add people who are in close contact with them and
have similar interests to their list of friends [2].

Finding hidden knowledge from these large
amounts of big social data is very important [3].
Further, as the utility of social data analysis becomes
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more recognized, extensive studies are being conducted
to actively analyze data in SNSs [4,5]. An SNS
is a platform for building social networks or social
relations among users that is able to generate and share
large volumes of information in real time [6]. Most
SNSs are web-based and provide means for users to
interact over the internet. As the number of SNSs
continues to increase, increasingly, more content is
being created by users. Consequently, a large amount
of data with a variety of characteristics is generated
through voluntary participation of users in an SNS.
These data are also called \Big Social Data" [7].
Social data analysis research on �nding new knowledge
from a large amount of data in big social data can
identify not only content registered on the web, but
also the author of that content as well as friends of
that author. That is, big social data created in an
SNS can be divided largely into \relational information
between people" and \contents created by users". In
particular, \relational information between people,"
which is a unique feature of SNSs, is highly appropriate
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Figure 1. Overview of the PA-DHK model.

information for personalized services, which can be
utilized in search and recommendation services. Thus,
data generated via an SNS contains richer information
than existing web data, which requires more complex
data analysis processing [1].

As a result, SNS content (such as big data)
has emerged as a new issue. Further, when a user's
social network is available, the preferences of the user's
related people can be utilized to assist in obtaining the
user's preferences, assuming closely related people have
similar interests. This is the main assumption when
user interests and preferences are predicted based on
the preferences of similar persons [6].

In a mountain of social content, it is becoming
increasingly di�cult for users to identify content in
which they are interested. To solve this problem,
we introduce Formal Concept Analysis (FCA) as the
basis for a practical and well-founded methodological
approach for web data analysis that identi�es con-
ceptual structures among datasets [8,9]. FCA is a
method mainly used for the analysis of data, i.e. for
investigating and processing explicitly given informa-
tion. FCA classi�es data based on an ordinary set into
concept units consisting of objects and attributes that
those objects have in common. More speci�cally, FCA
extracts formal concepts from a given data table, grasps
conceptual structures between concepts, and constructs
a conceptual hierarchy. FCA has been applied to
various domains, such as medicine, bioinformatics,
social sciences, data mining, ontology, and software
engineering [10].

In this paper, we propose a polarity analysis
method based on FCA for discovering hidden knowl-
edge in SNS. The proposed method is called PA-DHK.
In addition, we show, via experiments, that our pro-
posed approach can be applied for knowledge discovery.

The remainder of this paper is organized as
follows: Section 2 gives an overview of the model for the
proposed PA-DHK based on FCA. Section 3 outlines
the experiments conducted and presents the results of

polarity analysis and association rules for the proposed
PA-DHK. Finally, conclusions and future study plans
are summarized in Section 4.

2. Proposed approach

In this section, we give an overview of the model
developed for the proposed PA-DHK and apply the
complete model to analysis of user polarity and fre-
quency in Twitter content. In addition, we describe
the characteristics of the social content and describe
the basic notions for understanding FCA.

2.1. System overview
The proposed PA-DHK consists of two main parts: (1)
Crawling of Twitter data such as social content and
social relations, and (2) Analyzing, which is further
separated into two sub-parts, Polarity Analysis (PA)
and FCA.

Figure 1 gives an overview of the structure of
the proposed PA-DHK. 1) Crawling: Twitter data are
collected (social datasets such as social content and
friendships) using the streaming API, parsed, and then
stored in the Crawling DB. 2) Analysis: In this part,
various preprocessing steps are performed. The PA is
generated by the Relation Analyzer (RA) and Content
Analyzer (CA). We developed our own Opinion Word
Dictionary (OWD) and expanded SentiWordNet for
analysis of Korean content in the Twitter dataset.
Social content is analyzed via polarity using OWD.
In addition, we analyze the intimacy and similarity of
friends and friendship levels using RA. The PA results
from analysis of Twitter data using OWD, and works
in conjunction with FCA to provide association rules
for discovering new knowledge through the polarity of
the social data analyzed earlier.

2.2. Crawling
One of the most representative studys on Twitter
is analysis of the characteristics of Social Content
and Social Relations. Social Content is composed of
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Figure 2. Example of contents crawled from Twitter.

combinations such as contents, written time, RTcount.
Social Relations indicate the relationships between
users, friends, and relations.

The crawler is collected using the streaming API,
parsed using the JSON data style parser, and then
registered in the Crawling DB. Figure 2 shows a part
of the raw social content.

In our study, we crawled Korean content related
to the smartphone domain iPhone, Galaxy, Optimus,
Vega, Blackberry, HTC, etc. and then found all users
who have content in our crawled data. Then, we
analyzed the polarity in order to �nd topics (Figure 2-
A: iPhone), opinions (Figure 2-B: envy::positive), and
information (Figure 2-C: time, Rtcount, follower, au-
thId, etc.) characteristics of Twitter content.

Figure 3 shows a part of the raw social contents
collected using a crawler in Twitter data. Figures 4
and 5 describe a part of the processed social con-
tents data and the friendship relations of user data,
respectively. In Figure 4, social content data has
various pieces of information about a single content;

for example: author, retweeted count, and time writ-
ten. In Figure 5, user ID \14055704" possesses the
social relations \17093617", \3108351", \18479513",
and \15907720."

2.3. Analyzing
The proposed model consists of two main parts:
PA and FCA. PA constitutes analysis of topics and
opinions from Twitter content. FCA analyzes the
associated rules for hidden knowledge.

2.3.1. Polarity Analysis (PA)
PA constitutes analysis of the polarity of topics such as
Positive, Negative, and Neutral in Twitter content. We
use SentiWordNet [11,12], a lexical resource for opinion
mining that is associated with three sentiment scores
in each WordNetsynset [13], in the PA. In other words,
the method relies on training a set of ternary classi�ers,
each of which is capable of deciding whether a synset
is Positive, Negative, or Objective [14].

De�nition 1. The SentiWordNet method de�nes L
as the union of three seeds (i.e., training) sets, Lp,
Ln, and Lo, of known Positive, Negative, and Objective
synsets, respectively.

Each ternary classi�er is generated using the
semi-supervised method presented by Esuli and Se-
bastiani [15]. A semi-supervised method is a learning
process whereby only a small subset, L � Tr of the
training data, Tr, has been manually labelled. Initially,
the training data in U = Tr � L are unlabeled.
The process itself labels them, automatically, using L

Figure 3. Part of the raw social contents in crawling DB.

Figure 4. A part of the processed social contents in Analysis DB.

Figure 5. A part of the processed friend relations in Analysis DB.
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Table 1. OWD for smartphone domain.

Polarity Opinions of contents #

Positive
Good, convenience, simple

384envy, impress, intense, buy, fast, luxurious,
recommend, strong, useful, and so on

Negative
Bad, inconvenience, slow, annoying,

509non-buy, di�cult, non-recommended, fussy,
countri�ed, complicated, and so on

(with the possible addition of other publicly available
resources) as input.

Lp and Ln are two small sets, which we de�ned
by manually selecting the intended synsets for 14
\paradigmatic" Positive and Negative terms (e.g., the
positive terms good, nice, excellent, positive, fortunate,
correct, and superior; the negative terms bad, nasty,
poor, negative, unfortunate, wrong, and inferior) which
were used as seed terms by Turney and Littman [16].

In addition, the polarity of Twitter content is an-
alyzed using OWD. In this paper, we develop our own
OWD by exploiting SentiWordNet. Using SentiWord-
Net, we �nd representative Korean vocabulary repre-
senting Positive and Negative, then add and modify the
Twitter dataset; content with ambiguous opinion are
classi�ed as Neutral. Thus, Twitter content is classi�ed
into Positive, Negative, and Neutral. Table 1 shows a
part of the OWD for Korean PA in the smartphone
domain.

2.3.2. Formal Concept Analysis (FCA)
FCA is primarily used to analyze data, i.e. to in-
vestigate and process explicitly given information.
Such data are structured into units that are formal
abstractions of concepts of human thought, allowing
meaningful comprehensible interpretation. FCA was
introduced as a mathematical theory for modeling the
concept of a \concept" in terms of lattice theory [8,9].
This approach arose independently of ontologies, re-
sulting in a di�erent formalization of concepts. FCA
consists of Formal Context, Formal Concept, and Con-
cept Lattice.

FCA starts with a Formal Context comprising
a set of objects, a set of attributes, and a relation
describing which objects possess which attributes. In
the formal de�nition, the set of objects is denoted by
O, and the set of attributes is denoted by A.

De�nition 2. A formal context is a triple (O; A; R),
where O is a set of objects and A is a set of attributes,
and R � O �A is a binary relation between O and A.
In order to express that an object, o, is in a relation
with an attribute, a, we write (o; a) 2 R and read it as
\the object o has the attribute a".

The central notion of FCA is the Formal Con-

cept. Objects from a context share a set of common
attributes, and vice versa. Concepts are pairs of
objects and attributes which are synonymous and thus
characterize each other. Concepts can be imagined as
maximal rectangles in the context table. If we ignore
the sequence of rows and columns, we can identify even
more concepts. A formal de�nition of the concept is
given in the following:

De�nition 3. Let (O; A; R) be a context. A formal
concept is a pair (X;Y ) with X � O is called extension,
Y � A is called intension, and (X = extent(Y ))^(Y =
intent(X)):

In other words, a concept is a pair consisting of a
set of objects and a set of attributes which are mapped
into each other by the Galois connection. The set of all
concepts of the context, C = (O; A; R), is denoted
by B(C) or B(O; A; R), i.e., B(C) = f(X;Y ) 2
2OX2AjX = extent(Y ) ^ (Y = intent(X))g.

The set of formal concepts is organized by the
partial ordering relation � to be read as \is a sub-
concept of" as follows.

De�nition 4. For a formal context C = (O; A; R)
and two concepts c1 = (O1; A1), c2 = (O2; A2) 2
B(C) the sub-concept/super-concept relation is given
by (O1; A1)� (O2;A2), O1 � O2(, A1 � A2).

In the Formal Concept Lattice, a relationship
shows that dualism exists between attributes and
objects of concepts. A concept, c1 = (O1; A1), is
a sub-concept of concept c2 = (O2; A2) i� the set
of its objects is a subset of the objects of c2, or, an
equivalent expression is i� the set of its attributes is a
superset of the attributes of c2. That is, a sub-concept
contains fewer objects and more attributes than its
super-concept. The set of all formal concepts of context
C with the sub-concept/super-concept realtion is always
a complete lattice, called the (formal) concept lattice of
C, and denoted by L := (B(C);�).

A Concept Lattice can be represented graphically
using line diagrams (such as Hasse diagrams). These
structures are composed of nodes and links. Each node
represents a concept with its associated intentional
description. The links connecting nodes represent
the sub-concept/super-concept relation between them.
This relation indicates that the parent's extension
is a superset of each child's extension. Attributes
propagate along the edges to the bottom of the diagram
and dual objects propagate to the top of the diagram.
More abstract or general nodes occur higher in the hier-
archy, whereas more speci�c ones occur at lower levels.
Herein, we can summarize the above considerations as
a brief algorithm to construct the concept lattice in
Algorithm 1.

An Association Rule extraction is one of the most
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Algorithm 1. Generate concepts and build Concept Lat-
tice.

actively researched areas in data mining. It aims to
extract the association relationship between two data
groups. In this paper, the formal de�nition of an
association rule is expressed in terms of FCA as follows.

De�nition 5. Given that the user has de�ned min-
imum support, minsup 2 [0; 1], and minimum con�-
dence, minconf 2 [0; 1], thresholds, a formal context,
(O; A; R), satis�es the association rule, P ) Q, with
P , Q �M , called the antecedent and consequent of the
rule, respectively, if sup(P ) Q) = jPR \ QRj=jOj �
minsup and conf(P ! Q) = jPR \ QRj=jPRj �
minconf .

The ratios, sup(P ) Q) and conf(P ) Q), are
called the Support and the Con�dence of the rule, P )
Q, respectively. The support is the probability of an
object satisfying both P and Q. The con�dence is the
number of objects satisfying both P and Q, divided by
the number of objects satisfying the attribute set, P .

3. Experiments and result

In this paper, one of the most important experiments is
to determine the characteristics of the opinion of topic,
and its preferences. Furthermore, the most important
activity is analysis for discovering hidden knowledge.
In this experiment, we utilize the two analysis models,
PA and FCA, and present the results of the experiment
for hidden knowledge discovery.

PA constitutes analysis of explicit information
such as topic, opinion, time written, and frequency
of topic in Twitter content. FAC is used to analyze
implicit information/hidden knowledge, because FAC
can automatically search for association rules. In this
experiment, we used the social content of the Korean
Twitter dataset collected over a period of one month,
from July 1, 2012 to July 31, 2012. In addition, we
used OWD to analyze the polarity of contents. The
overall size of the content data obtained was 105.4 GB.
Table 2 summarizes the experimental Twitter content
dataset.

Table 2. Dataset of Twitter contents.

Timescale 2012-07-01 � 2012-07-30

Contents
Domain Smartphone

Topics iPhone, Galaxy, Optimus,
Vega, Blackberry, HTC

# of contents 259,176

Users
All users 25,249

Active users 100

In the experiment, we crawled Twitter contents
related to the smartphone domain. Then, we found
all topics (iPhone, Galaxy, Optimus, and so on) and
opinions of users with content in our crawled data.
The polarity of the Twitter content was analyzed using
OWD. OWD consists of 384 Positive words and 509
Negative words. The Twitter contents were classi�ed
into Positive, Negative, and Neutral for opinion analysis
in this experiment. The Positive and Negative cases
in Twitter content were clear and easily analyzed.
However, ambiguous content is not easy to classify ac-
curately. Therefore, ambiguous content was classi�ed
as neutral.

First, the results for polarity and frequency in
the smartphone domain were obtained from the PA
analysis model. In PA, we analyzed the topics, polarity
and frequency of polarity of 25,249 registered users,
over a period of one month. Figure 6 shows the results
of PA in the form of the Gnuplot visualization. Gnuplot
is a command line interface software that depicts data
in 2D and 3D data. Further, Gnuplot is freeware and
supports various operating systems and widely used
scienti�c data expressions in academia [17].

Figure 7 shows the overall results of frequency
relating to the polarity (Positive and Negative) of
25,249 users in Twitter content. In Figure 7, the x-axis
indicates the polarity of the topics in the smartphone
domain, and the y-axis represents the frequency of
the polarity. In addition, Figure 7 represents a
value greater than zero, indicating a Positive polarity;
polarity values less than zero are shown as Negative.

The topic of iPhone showed 13,166 positive and
8,620 negative polarities. It was 1.53 times more
positive than negative. The topic of Galaxy showed
114,983 positive and 3,481 negative polarities, which is
4.29 times more positive than negative. As shown in
Figure 7, the Galaxy has more positive preferences than
the iPhone; i.e. when the amount of negative polarity
is Galaxy: iPhone = 3,481 : 8,620 (that is, about 1:
2.48).

The results for hidden knowledge, using associ-
ation rules in a smartphone, were found using the
FCA analysis model. Table 3 shows the results for
the analysis topic of the smartphone domain using
the formal context with polarities. Based on this
formal context, we built a concept lattice. Figure 8
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Figure 6. Results of PA in smartphone domain.

Table 3. Formal context of polarity from Twitter dataset.

User id Topics
iPhone Galaxy Optimus Vega Blackberry HTC

Pos. Neg. Neu. Pos. Neg. Neu. Pos. Neg. Neu. Pos. Neg. Neu. Pos. Neg. Neu. Pos. Neg. Neu.
163299788 x x x x x x x x x x x x
282578719 x x x x x x x x x x x x x x
185527079 x x x x
612435148 x x x x x x x x x x x
525332693 x x x x x x x
214716076 x x
96033417 x x x x x x x x x x x x x x x x
125025519 x x x x x x x x x x x
477843013 x x x x x x x x x x x x x x x x x x
521165154 x x x x x x x x



2204 J.-D. Kim et al./Scientia Iranica, Transactions B: Mechanical Engineering 22 (2015) 2198{2208

Figure 7. Overall results of frequency for polarity in
smartphone domain.

shows the concept hierarchy from Table 3. The
concept lattice allows us to easily identify the sets of
preferences (or nonpreferences) that are best suited
to be taken into account for the de�nition of user
opinion.

In the FCA experiments, the results showed
Positive, Neutral, and Negative. The topics mentioned
intermittently are not suitable for preference analysis.
Therefore, for the results of the FCA model, we
conducted the experiment using 100 active users with

signi�cant amounts of content among 25,249 users
related to the smartphone domain.

In the experiment, formal contexts were generated
as users, and the polarity of their attributes in the
Twitter content analyzed. Association Rules (AR)
were then extracted from the concept lattice created
earlier, when the number of users is ten. From the
Concept Lattice, we automatically inferred AR such as
those shown in Figure 9. In the �gure, users: concepts
for ten users from the experiment are displayed. It can
be seen that a total of 65 ARs were extracted: among
them 30 ARs with 100%, two ARs with 90%, one AR
with 86%, seven ARs with 83%, nine ARs with 80%,
one AR with 78%, six ARs with 75%, �ve ARs with
67%, and one AR with 50% con�dence rates.

The AR allows us to identify a number of opinions
associated with users who share common interests.
In FCA, association rule A ! B means that every
object possessing each attribute from A also has each
attribute from B. Two basic metrics, Support and
Con�dence, are used to �nd the sets of interest de�ning
user opinions in the Twitter dataset:

Support: This FCA denotes the proportion of
users who expressed their interest in a set of attributes,
such as Support(A;B) = P (A \ B). For example,
association rule 29 (in Figure 9) indicates that six users
have interesting opinions on iPhoneN and HTCN, rule
31 indicates that ten users have an interesting opinion

Figure 8. Concept lattice from Table 3.
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Figure 9. Results of knowledge discovery from Table 2: Association rules.

Table 4. Overall results about the number of association rules.

Con�dence

# of users 100% 99%�90% 89%�80% 79%�70% 69%�60% Less than 59%

# 100 121 547 59 10 3 1

# 90 113 481 53 9 3 1

# 80 111 462 52 9 2 1

# 70 100 405 37 5 2 2

# 60 89 292 36 6 3 1

# 50 70 171 21 4 3 2

# 40 52 81 17 4 3 2

# 30 42 47 19 2 3 2

# 20 39 5 33 7 2 1

# 10 30 2 20 7 5 1

# 5 19 0 2 3 4 4

on iPhoneN, and rule 39 indicates that six users have
an interesting opinion on iPhoneN, Galaxy+, GalaxyN,
Vega+, and VegaN. The support values are, therefore,
45%, 98%, and 25%, respectively.

Con�dence: This FCA represents the proportion
of users who have an interest in consequent rules, given
that they have an interest in antecedent rules, such as
Con�dence (A;B) = P (BjA) = P (A \ B)=P (A). AR
number 29 in Figure 9 states that six out of six users
who have interesting opinions on iPhoneN and HTCN

have interesting opinions on Galaxy+, GalaxyN, and
VegaN. Therefore, the con�dence in this case is equal
to 100%.

The experimental results of clustering and clas-
si�cation of the AR are summarized in Table 4 and
Figure 10. Table 4 shows overall results about the
number of association rules for which the con�dence
rates are 100%, 99�90%, 89�80%, 79�70%, 69�60%,
and less than 59%, respectively. In Figure 10, the
x-axis indicates the con�dence ratio, and the y-axis
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Figure 10. Results of association rules greater than 90% con�dence.

represents the number of APs for each active user, such
as 10, 30, 40, 50, 60, 70, 80, 90, and 100.

4. Conclusion

This paper proposes the PA-DHK method that identi-
�es conceptual structures among Twitter content. The
FCA-based data analysis approach in PA-DHK consists
of two parts: PA and FCA. PA is used to analyze the
polarity of web data using the extended OWD, while
FCA, in fact an FCA-based analysis module, is used
to discover new knowledge, such as association rules,
through the polarity of the web data analyzed earlier.
A key feature of the proposed data analysis method is
that it supports clustering and extracting association
rules using the polarity of terms from social relations
among users. In addition, the experiments conducted
showed how our data analysis method can be applied
for knowledge discovery from Twitter datasets. We
have designed a novel approach to e�ciently represent
evolving user preferences and interests. The proposed
approach will help service providers to provide per-
sonalized content and service, and will contribute to
increased satisfaction with opinion mining services.

However, the proposed approach still faces many

challenges, particularly, in areas such as usability and
visualization capabilities. In the future, we plan to
improve usability and visualization and also to extend
its capability to various domains.
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