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Abstract. This paper presents a model of a feed forward arti�cial neural network to
predict the material removal rate of an electrical discharge machine process. A new
modi�ed architecture and training algorithm is proposed by segmenting the roughing and
�nishing machining parameters of the process. The segmentation is performed in order to
obtain a lower di�erence between the actual and predicted material removal rates. Through
comparative analysis and results obtained between the two architectures, it is found that
the new modi�ed feed forward arti�cial neural network produces lower error between the
experimental and predicted material removal rates, thus, improving the accuracy of the
prediction model.
c 2014 Sharif University of Technology. All rights reserved.

1. Introduction

Electrical Discharge Machining (EDM) has become
one of the most extensively used non-traditional ma-
chining material removal processes. A unique fea-
ture of using thermal energy to machine electrically
conductive parts, regardless of hardness, has been its
distinctive advantage in the manufacture of molds,
dies, automotive and aerospace industry parts and
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other commercial components [1]. Determination of
optimal process parameters is very essential, as this
is a costly process in order to considerably increase
production rate by reducing machining time [2]. The
Material Removal Rate (MRR) and the Tool Wear Rate
(TWR) are the most important response parameters
in die-sinking EDM. Several researchers have carried
out various investigations for improving the process
performance [3-8]. Several approaches are considered
in this area which have shared the same objectives
of achieving optimum MRR with minimum TWR and
improved surface quality [9].

Proper selection of machining parameters for opti-
mum process performance is still a challenging task. In
order to overcome this type of multi-optimization prob-
lem, Lin et al. [3] used grey relation analysis based on
orthogonal array and the fuzzy based Taguchi method.
They also used grey-fuzzy logic for the optimization of
the EDM process [4]. As the performance parameters
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are fuzzy in nature, such as the lower the better (tool
wear and surface roughness), the higher the better
MRR, they contain a certain degree of uncertainty.
Wang et al. [5] used the Genetic Algorithm (GA) with
the Arti�cial Neural Network (ANN) to �nd optimal
process parameters for optimal performance.

Several researchers have attempted to make a
comparison of neural network models in EDM [10].
Six neural network models are trained by the same
experimental data selected by the Design Of Experi-
ment (DOE) method. Development of mathematical
models to predict the values of decision variables and
responses is important for a better understanding of the
machining process. Modeling can also be stated as a
scienti�c way to study process behavior. The developed
model for the machining process is the relationship
between two parameters, which are decision variables
(input parameters) and responses (output parameters),
in terms of mathematical equations. Basically, models
can be divided into three categories: experimental
models, analytical models and Arti�cial Intelligence
(AI) based models. Experimental and analytical mod-
els can be developed using conventional approaches
such as the statistical regression technique, while AI
based models are developed using non-conventional
approaches such as ANN, Fuzzy Logic (FL) and GA.
This paper describes a Feed Forward Arti�cial Neural
Network (FFANN) application used to model the EDM
process of copper electrode and steel workpiece mate-
rials. MRR is considered the predicted output of the
EDM process.

This paper is organized as follows: Section 2
covers a literature review and background theory.
Section 3 highlights the experimental parameters and
results of the EDM process. Section 4 discusses the
developed FFANN algorithm for several architectures.
Section 5 analyzes the results, and the �nal section
concludes this paper.

2. Process modeling by feed forward arti�cial
neural network

The EDM process is stochastic and random in nature,
so it is very di�cult to predict the output char-
acteristics accurately using mathematical equations.
Process parameters, such as Igap, Vgap, Ton, To� and
�, have been considered in the model. However, the
model is limited to a certain range of Ton and To�,
as well as assumption and constant time delay, td.
A mathematical model using dimensional analysis has
been reported to determine the MRR in [11].

The FFANN approach has been adopted here to
model the die-sinking EDM process. Through the
neural networks approach, the model is developed
based on the given input and output data from exper-
imental results, and then trained to accurately predict

Figure 1. Architecture of the neural network model.

parameters in the dynamical system process. Research
by using ANN to model the EDM process has also been
reported in [2,10,12]. Generally, these papers explained
well how to train the FFANN.

Figure 1 shows an example of a neural network
structure, consisting of input, hidden and output layers
in representing the machining knowledge of the EDM
process. The �rst layer is an input layer, where external
information is received. The layer that is separated
from the input layer by one or more intermediate layers
is called the hidden layer. Each layer has a set of
neurons or nodes, known as an information processing
unit. The neurons in adjacent layers are usually fully
connected by acyclic arcs from the left to the right
layer [10].

According to the network structure, as given in
Figure 1, decision variables in the modeling problem
could be assigned as a set of input neurons such as the
value of Igap, Ton, To� and frequency (Fs). Response
variables are assigned as the set of output neurons; in
this study, MRR is selected as the predicted output.

The functional relationship estimated by the
FFANN for modeling purposes can be written as:

Y = f(x1; x2; � � � ; xp); (1)

where (x1; x2; :::; xp) are p decision (independent) vari-
ables and Y is a response (dependent) variable [9].

So, for this case, Eq. (1) becomes:

MRR = f(Igap; Ton; To�; Fs): (2)

A neuron with a single R-element input vector is shown
in Figure 2. Here, the individual element inputs;

p1; p2; � � � ; pR; (3)

are multiplied by weights:

w1;1; w1;2; � � � ; w1;R; (4)

and the weighted values are fed to the summing
junction. Their sum is simply W � p, the dot product
of the (single row) matrix, W , and the vector, p.

The neuron has a bias, b, which is summed with
the weighted inputs to form the net input, n. This sum,
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Figure 2. Single neuron [13].

Figure 3. Multiple neurons [13].

n, is the argument of the transfer function, f .

n = w1;1p1 + w1;2p2 + � � �+ w1;RpR + b: (5)

This expression can be written in code as:

n = W � p+ b: (6)

Figure 2 shows single neuron with more details. Con-
sidering networks with many neurons, and perhaps
layers of many neurons, there is so much detail that the
main thoughts tend to be lost. Thus, an abbreviated
notation for an individual neuron must be devised.
This notation of multiple neurons is shown in Figure 3.

As seen in Figure 3, input vector p is represented
by the solid dark vertical bar on the left. The
dimensions of p are shown below the symbol, p, in
Figure 3, as R � 1. A capital letter, such as R in the
previous sentence, is used when referring to the size
of a vector. Thus, p is a vector of R input elements.
These inputs post multiply the single-row, R-column
matrix, W . As before, constant 1 enters the neuron
as an input and is multiplied by a scalar bias, b. The
net input to the transfer function, f , is n, the sum of
the bias, b, and the product, Wp. This sum is passed
to the transfer function, f , to get the neuron's output,
a, which, in this case, is scalar. Note that if there
is more than one neuron, the network output will be
a vector. A layer includes a combination of weights,
the multiplication and summing operation, bias b, and
transfer function, f .

Considering that the training of the neural net-
work is based on a feed-forward back propagation
algorithm, the following discussion is applied. Since the
number of neurons found in the input and output layers

is known, the number of hidden layers is determined
using a trial and error method [12]. Then, the
error signals resulting from the di�erence between the
computed and actual values are back propagated from
the output layer to the previous layers in order for them
to update their weights. The weights are where FFANN
saves the information over its acyclic arcs, and each arc
has a weight. The weights are constantly varied while
trying to optimize the relation between the inputs and
the outputs. Determination of the number of hidden
layers and the numbers of neurons for each hidden layer
is performed by MATLAB. The number of iterations is
entered by the user, and then the training starts. The
training continues until the iterations reach the target
level of error. The accuracy of the network is evaluated
by the mean sum of the squared error (MSE) between
the measured and predicted values of the training. The
feedback from that processing is called the \average
error" or \performance". Once the average error is
below that of the required goal, the neural network
stops training and is ready to be veri�ed. In order
to understand whether the FFANN is producing good
predictions, test data that has never been presented to
the network is used and the results are checked at a
stage called the testing stage. In this paper, a training
algorithm of EDM process parameters as a behavior
model for FFANN is proposed.

3. Experimental data of EDM process

Experimental work for the EDM process is conducted
using copper electrode and steel workpiece materi-
als [11]. A BP200 hydrocarbon mineral oil is used
as the dielectric uid. An \Open ushing" condition
is applied to circulate the dielectric uid between the
electrode and the workpiece.

The removed material for a given period is mea-
sured in cubic millimetres per minute of a cylindrical
form using the method detailed in Figure 4. During
experimental work, some properties can be seen as
follows:

Volume of material removal =
�D2

4
� h;

Electrode material: Copper;

Figure 4. Method used to measure the material removal
rate.
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Workpiece material: Steel;

Dielectric uid: BP200:

Diameter D and height h were accurately measured
using precision digital dial calipers. A cylindrical
electrode with a diameter of 20 mm is used. The open
gap voltage is set to 160 V. Several experiments were
conducted at various Ton and To� in order to adjust the
sparking frequency, Fs, for optimum material removal
rate. The gap voltage, Vgap, drops until 25 V and,
at the same time, the gap current, Igap, rises up to a
selected constant value. The Igap is selected at 4A, 6A,
8.5A, 12.5A for �nishing machining, and 18A, 25A, 36A
and 50A for roughing machining. Experimental results
of the MRR were recorded and presented in tabular
form as shown in Tables 1 and 2. The bolded numbers
are used for testing data and were never used in the
training stage.

4. New training algorithm in feed forward
arti�cial neural network for EDM process
model

A Feed Forward Arti�cial Neural Network (FFANN)
serves to process, learn, and predict information using
layers of interconnected computational units. The
quality of the network performance in such cases
depends on its generalization ability, or the ability to
recognize trends from the training data and employ
what it has learned to make predictions on new test
data. Nonetheless, FFANNs often perform poorly
when applied to new cases dissimilar to those they
have encountered, a aw possibly attributed to data
anomalies that adversely a�ect the training process.
Therefore, it is important to develop methods to
improve a neural network's generalization ability, since
the quality of future predictions from a comprehensive
set of all possible data is the ultimate determinant of
a network's pro�ciency [14].

In principle, the method proposed in this re-
search is an attempt to improve the performance of
neural networks in predicting the MRR of the EDM
process. From the experimental work, grouping data
is performed based on the amount of current owing
to the electrode-workpiece for roughing or �nishing
machining. Each group has its own neural network
in accordance with a speci�ed architecture. Therefore,
this proposed method consists of two neural networks,
one for modeling the EDM process for roughing ma-
chining and the other for �nishing machining, as
depicted in Figure 5.

The FFANN that will be used as a model is
trained in the same way as reported earlier. At
�rst, all raw data is used to train the FFANN model
and, then, the model is used to predict some input-

Table 1. Finishing machining parameters.

No Ton

(�s)
To�

(�s)
Fs

(kHz)
MRR

(mm3/min)

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
4A

1 2 4 125.00 4
2 3 4 111.11 6
3 4 4 100.00 8
4 6 4 83.33 10
5 12 4 55.55 13
6 25 4 32.25 15
7 50 6 17.24 17
8 100 12 8.77 19
9 200 25 4.41 13
10 400 50 2.21 12

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
6A

1 2 4 125.00 7
2 3 4 111.11 9
3 4 4 100 11
4 6 4 83.33 12
5 12 4 55.55 19
6 25 4 32.25 23
7 50 6 17.24 26
8 100 12 8.77 21
9 200 25 4.41 23
10 400 50 2.21 19

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
8:

5A

1 3 4 111.11 11
2 4 4 100.00 16
3 6 4 83.33 21
4 12 4 55.55 23
5 25 4 32.25 31
6 50 6 17.24 36
7 100 12 8.77 38
8 200 25 4.41 33
9 400 50 2.21 29

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
12
:5

A

1 3 4 111.11 16
2 4 4 100.00 20
3 6 4 83.33 31
4 12 4 55.55 43
5 25 4 32.25 48
6 50 6 17.24 52
7 100 12 8.77 54
8 200 25 4.41 47
9 400 50 2.21 43

output of the selected data. Then, data which are
collected from the experiment are divided into two
subsets, based on roughing or �nishing machining.
After the training step and applying the model to
predict MRR, comparison between the two methods
of training algorithm will be conducted.



2228 T. Andromeda et al./Scientia Iranica, Transactions D: Computer Science & ... 21 (2014) 2224{2231

Table 2. Experimental machining parameters.

No Ton

(�s)
To�

(�s)
Fs

(kHz)
MRR

(mm3/min)

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
18

A

1 4 4 100.00 16
2 6 4 83.33 42
3 12 4 55.55 54
4 25 4 32.25 68
5 50 6 17.24 79
6 100 12 8.77 86
7 200 25 4.41 72
8 400 50 2.21 65

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
25

A

1 4 4 100.00 46
2 6 4 83.33 60
3 12 4 55.55 81
4 25 4 32.25 99
5 50 6 17.24 126
6 100 12 8.77 126
7 200 25 4.41 110
8 400 50 2.21 90

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
36

A

1 6 4 83.33 72
2 12 4 55.55 111
3 25 4 32.25 137
4 50 6 17.24 181
5 100 12 8.77 175
6 200 25 4.41 151
7 400 50 2.21 141

E
xp

er
im

en
ta

ld
at

a
at

I g
ap

=
50

A

1 6 4 83.33 82
2 12 4 55.55 143
3 25 4 32.25 170
4 50 6 17.24 218
5 100 12 8.77 250
6 200 25 4.41 221
7 400 50 2.21 200

Experiments were conducted using various Igap,
Ton, To� and frequencies as variable parameters. The
amplitudes of the selected current are 4A, 6A, 8.5A,
12.5A, 18A, 25A, 36A and 50A. Based on the selected
range of current amplitude, these ranges are divided
into two segments, i.e., low for �nishing and high for
roughing Igap current. The purpose of this segmenta-
tion is to get a better MRR prediction pro�le of the
EDM process that is a�ected by two parameters, i.e.
high and low Igap current. Based on [15], it has been
selected that four inputs, one hidden layer with three
neurons and one output is the best architecture used to
model the EDM pulsed power generator EDM process.
This network was trained using a back propagation
learning algorithm, since the combination of weights

Figure 5. A new architecture of the proposed neural
network model.

which minimizes the error function is considered to
be a solution of the learning problem. The time
required is a�ected by selection of the learning rate
and the learning rate was set to 0.57. After the
neural network is trained for 15000 epoch, adaptation
is stopped. As seen in Figure 5, there are two models
of neural networks, one for modeling the EDM at low
Igap current and the other for modeling the EDM at
high Igap current.

5. Results and discussions

The �rst step in using the neural network for modeling
the EDM process is determination of the architecture
and topology of the network to be used; for example,
the number of hidden layers and the number of neurons
in each layer in the networks. Based on [15], four
inputs, one hidden layer with three neurons and one
output is the chosen architecture used to model the
EDM process.

As stated earlier, during the training stage, all
data was trained directly to the Feed Forward Ar-
ti�cial Neural Network (FFANN) model. Training
data is obtained from Table 1 (�nishing) and Table 2
(roughing) except for each row 3, which will be used
as testing data. The number of experimental data is
68. From these data, 8 are used in the testing stage.
The remaining 60 data will be used during the training
process. Figure 6 reveals experimental data, known as
target and output data, known as output FFANN. In
the �gure, a circle is used to plot the target and a star
is used for output FFANN. After the training process,
the FFANN model follows the dynamical behavior of
the EDM process, as shown in Figure 6.

Predicting MRR using the FFANN model can be
conducted after the training process. Output FFANN
as a predicted value for MRR will be compared to the
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Table 3. Testing data and results using FFANN.

No Current
(A)

Ton

(�s)
To�

(�s)
Fs

(kHz)

MRR value
(mm3/min)

Prediction
error

Actual Predicted (%)
1 4.0 4 4 100.00 8 9.27 15.88
2 6.0 4 4 100.00 11 10.89 1.00
3 8.5 6 4 83.33 21 18.95 9.76
4 12.5 6 4 83.33 31 28.06 9.48
5 18.0 12 4 55.55 54 60.62 12.26
6 25.0 12 4 55.55 81 81.04 0.05
7 36.0 25 4 32.25 137 142.11 3.73
8 50.0 25 4 32.25 170 189.96 11.74

Figure 6. Comparisons between target and output neural
networks using FFANN.

Figure 7. Comparison between actual and predicted
values using FFANN.

experimental data. Figure 7 depicts the MRR which is
obtained from the experiment, known as actual value,
and the testing stage, known as predicted value. As
mentioned previously, 8 data are used for the testing
stage. From the �gure, FFANN has good capability
of predicting MRR, where the value of average error
between predicted and actual values is 7.99%.

Table 3 represents the results in numerical value.
From this table, the smallest di�erences between actual
and predicted values occurs when Igap current is 25A,
Ton = 12 �s, To� = 4 �s and Fs = 55:55 kHz.

A new modi�ed algorithm for the training process
is also presented in this paper by dividing it into two
segments; low (�nishing) and high (roughing) Igap cur-

Figure 8. Comparisons between target and output neural
networks using ANFFANN.

rent. The proposed architecture is called A New Feed
Forward Arti�cial Neural Network (ANFFANN). Each
of the networks uses the same architecture as shown in
Figure 2. In this training algorithm, it is assumed that
the capability of the neural network model is better,
due to separation of the �nishing and roughing process.
For this proposed training algorithm, segmentation is
introduced to make an agglomeration of the similarity
of data. So, the generalization capabilities of the
ANFFANN model are enhanced. Figure 8 plots two
pro�les, which are known as the target and output of
the ANFFANN model. As shown in the �gure, the
deviation of the output using the ANFFANN model
is very small compared to the target. Once the new
FFANN model is trained, the experimental data that
had never been used during the training step will be
applied to the testing stage. The results for predicting
the MRR of the EDM process is presented in Figure 9.

As seen in Figure 9, the new FFANN model has
better capability in predicting the MRR of the EDM
process. The numerical testing data and results are
tabulated in Table 4, where the average error is found
to be 5.07%.

6. Conclusion

In this paper, a Feed Forward Arti�cial Neural Network
(FFANN) algorithm has been applied to predict the
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Table 4. Testing data and results using ANFFANN.

No Current
(A)

Ton

(�s)
To�

(�s)
Fs

(kHz)

MRR value
(mm3/min)

Prediction
error

Actual Predicted (%)
1 4.0 4 4 100.00 8 7.53 5.88
2 6.0 4 4 100.00 11 10.33 6.09
3 8.5 6 4 83.33 21 20.77 1.10
4 12.5 6 4 83.33 31 28.81 7.06
5 18.0 12 4 55.55 54 51.86 3.96
6 25.0 12 4 55.55 81 82.06 1.31
7 36.0 25 4 32.25 137 147.58 7.72
8 50.0 25 4 32.25 170 182.69 7.46

Figure 9. Comparison between actual and predicted
values using ANFFANN.

MRR of the EDM process. The �rst set of exper-
imental data has been trained, where the selected
unused data is used to predict the MRR. Another
modi�ed algorithm of the FFANN, called A New Feed
Forward Arti�cial Neural Network (ANFFANN), has
been introduced later to predict the Material Removal
Rate (MRR) by segmenting between the roughing and
�nishing process. In conclusion, the modi�ed algorithm
via segmentation has enhanced the accuracy of the
FFANN model by 2%. The improved accuracy of the
predicted Material Removal Rate (MRR) will inuence
the development of the EDM machine feature. When
the accuracy of the predicted MRR has been well
received, the determination of machining time can
be attached to the EDM machine. Determination of
machining depth also will be improved. Moreover,
backed by very fast FPGA technology, implementation
of embedded FFANN will become true [16].
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