Scientia Iranica, Vol. 8, No. 1, pp 10-15
© Sharif University of Technology, January

Mode
Attributes

The municipalities of large
motor vehicles. The record
and motor vehicle charact
database. Regression ana
pollutant, meteorological

network, ANN, modeling se
ANN models were found {
the study approach and re
activities for urban areas.

INTRODUCTION

Air quality is a dynamic and compl
phenomenon exhibiting large temp
variation. Clean and dry air consist of
20.94% oxygen and the remaining 0.
of other gases including argon, neon
helium, krypton, xenon and nitrous

tants are emitted by a large variety
and natural sources. Anthropogeni
be more concentrated in urban areas
sources are more dispersed in nature.
cause a vast number of polluting

emitted into the air [1-5]. The list of p
common combustion products and

industrial products of specialized pr
lution has significant local, regional a
environmental impacts. The emissig
the air and produce concentrations t
as pollutant density. The relation b
and concentrations is often comple
by several factors including charac
sions and topographical and meteoro
Vehicle emission are highly variabl
several factors including vehicle type
temperature, altitude of the city, th
and driving pattern. The operating
starts and stops, speed changes, and i

2001

ex environmental
oral and spatial
78.09% nitrogen,
)7% as a mixture
, carbon dioxide,
xides. Air pollu-
of anthropogenic
sources tend to
, whereas natural
Human activities
substances to be
ollutants includes
a large array of
ocesses. Air pol-
nd global adverse
ns accumulate in
hat are measured
etween emissions
x and influenced
teristics of emis-
ogical attributes.
e and related to
and age, ambient
e operating cycle
cycle consists of
dling time. Diesel

cngines emissions are better than gasoline engines in

1. Department of Cwuil Engineering, S
Technology, Tehran, I.R. Iran.

harif University of

ling Vehicle Air Pollution
s by Artificial Neural Network

M. Vaziri!

Iranian cities require regular air pollutant emission monitoring for
ed data include information about commonly regulated air pollutants
eristics which were randomly selected and studied from the Tehran
ysis was found ineffective in modeling the relationships among air
and motor vehicle characteristics.
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sults could improve motor vehicle air quality monitoring and control

However, the artificial neural

Application of

some air pollutant categories, but they are generally
worse on particulate and oxides of nitrogen [6-11].
Recently, air pollution has become an issue of
worldwide concern and a steadily growing problem for
urban areas in developing countries. Urban growth is
accompanied by increased traffic and energy consump-
tion. The number of automobiles is increasing at a rate
which is even more rapid than urban population growth
[12-14]. Internal combustion engines usually provide
the propulsion for cars and its operation involves a
very rapid batch-burning process. After ignition, the
flame progresses in the combustion chamber until it
cools and stops burning or is quenched as it nears
the chamber wall. This process leaves a layer of
unburned hydrocarbon next to the wall, a portion
of which subsequently mixes with the burned charge
and escapes with the exhaust. In operation, the
air/fuel ratio entering the engine is not usually the
optimum theoretical mixture. The air/fuel flow is
such that no two cylinders or cycles get exactly the
same mixture homogeneously distributed throughout
the combustion chamber. Thus, combustion is not
complete, particularly when the mixture is fuel rich. As
a result of these and other factors, a complex mixture
of exhaust products is emitted from the automobile
exhaust-pipe. In addition to water, oxygen, nitrogen
and carbon dioxide, these products include carbon
monoxide, unburned hydrocarbons, partially burned
hydrocarbons, hydrogen, oxides of nitrogen and various
particulates such as lead and sulfur compounds [15].
Some kind of testing is required in order to deter-
mine accurately whether emission standards are being
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met. The permanent and mobile monitoring devices
can measure the exhaust emission at different engine
operating regimes.

A wide variety of options are available for control-
ling emissions varying from direct mechanical control
of emissions from wvehicles to broader demand and
traffic management measures aimed at curbing the
use of motor vehicles. Major approaches for road
traffic air pollution management include application
of alternate energy source and mechanic technology,
precombustion control, combustion modification, post-
combustion control, energy conservation and broader
transportation system management.

Carbon monoxide is the most widely distributed
urban air pollutant and exceeds the combined mass
of all other major air pollutants. Road traffic is by
far the largest source of CO emissions. The adverse
health effects of CO are caused by its ability to
reduce the quantity of oxygen that is delivered by
the blood to the tissues and, possibly, to inhibit the
utilization of oxygen within the tissues. The carbon
dioxide is not, itself, an air pollutant; however, it is
a major contributor to the greenhouse effect, climate
change and global warming. Hydrocarbons are a very
important component of photochemical smog. They
contribute to lung disease and have a close affinity for
diesel particulates. Emission of pollutants depends on
the type of engine, regime of engine operation, type and
quality of fuel, year model and age of vehicle, annual
mileage traveled, maintenance and inspection regime.
Descriptive relations of emitted pollutants with respect
to vehicle, meteorological and traffic characteristics
have been extensively reported in the literature [6-14].

The objective of the research reported herein was
to study relationships between emission, meteorological
and vehicle characteristics for Iranian highway vehicles.
The study emission data consisted of 2000 records ex-
tracted from the Tehran Air Pollution Database. The
artificial neural network, ANN, and regression mod-
eling were used to model motor vehicle air pollution
emission attributes [16-23]. Due to the complexity of
nonlinear relationships, multivariate statistical models
capturing vehicle, meteorological and traffic effects and
interactions on pollutants emission are scarce in the
literature [24-31]. The developed ANN models show
an alternative way of modeling these complex relation-
ships. Application of the study approach and results
could improve motor vehicle air quality monitoring and
control activities for urban areas in Iran.

DATABASE

The municipality of large Iranian urban areas require
regular air pollutant emission monitoring for motor ve-
hicles. The available data are most comprehensive for
Tehran. At several monitoring stations, the permanent

11

monitoring devices are used to measure the exhaust
emission at idle engine operating regimes. For each
motor vehicle test, results of emission tests are kept
in a separate record sheet. The record sheet informa-
tion is processed and kept in written and electronic
forms. The recorded data for 2000 motor vehicles were
randomly selected from the individual record sheets
of the Tehran database. For the same samples, the
relevant meteorological information was extracted from
the Iranian Meteorological Agency published reports
[32]. Each of the 2000 study records consisted of 30
descriptive variables that reflected air pollution, motor
vehicle and meteorological attributes. The relevant
emission information consisted of 4 variables, namely
emission density of carbon monoxide, hydrocarbons,
oxygen and carbon dioxide, respectively. The relevant
vehicle information consisted of 22 variables, namely
case number, license plate number, testing date, valida-
tion date, testing center, model, type, mode of usage,
year model, distance traveled, engine rotation, dwell
angle, dwell percent, DC voltage, battery voltage, coil
voltage, electric current, number of cylinders, magnet
offset, engine vacuum, cycles and strobe timing, re-
spectively. The meteorological information consisted
of 4 variables, namely wind speed, rainfall, ambient
temperature and humidity, respectively.

Univariate analysis of the 30 variables was mainly
used for data validation [21]. The analysis also illus-
trated a number of interesting results. Seventy percent
of the 2000 randomly selected motor vehicles were
made in Iran. Ninety-five percent were automobiles.
Seventy percent of them were 8 to 22 years old with a
mean age of 15 years. The distance traveled showed a
mean of 80,000 kilometers. Hydrocarbon emission had
a mean of 389 PPM and a standard deviation of 194
PPM. To pass the test, the maximum accepted level
of hydrocarbon, HC, is 500 PPM. Carbon monoxide
emission, CO, showed a mean of 2.96% and a standard
deviation of 1.49%. To pass the test, the maximum
accepted level of carbon monoxide is 5%. The carbon
monoxide concentration in clean air is normally 0.1
PPM. Oxygen emission, Oz, showed a mean of 2.61%
and a standard deviation of 3.45%. To pass the test,
the maximum accepted level of oxygen is 3%. Carbon
dioxide emission, COs, showed a mean of 11.46% and
a standard deviation of 3.14%. To pass the test, the
minimum accepted level of carbon dioxide is 9%.

To develop an understanding of the basic inter-
relationships among variables, a 30 x 30 correlation
matrix of the database variables was investigated [21].
Although the size of the correlation coefficient matrix
prevented its display herein, a derived summary for
emission variables is shown in Table 1. Only the
variables that are significantly correlated at a 0.05
level are shown in this table. The average significant
correlation is about 24 percent which means that, on
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Table 1. The results of the correlation
emission variables.

analysis for

Variable CcO HC Oz CO2
Year model -0.129 | -0.096 n/s n/s
Distance traveled n/s n/s n/s -0.158
Motor rotation n/s n/s 0.077 n/s
Dwell angle -0.059 n/s n/s n/s
Number of cylinders 0.091 n/s -0.058 n/s
Battery voltage n/s -0.102 || 0.239 0.066
Vehicle type n/s n/s n/s 0.024
Ambient temperature n/s -0.119 | 0.320 0.410
Humidity n/s n/s n/s 0.049
CO 1. 0.156 -0.188 | -0.223
HC 0.156 1. -0.072 | -0.051
(o]} -0.188 | -0.072 1 -0.750
CO, -0.223 | -0.051 | -0.750 1

n/s : not significant at 0.05 level
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REGRESSION MODELING
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where HC is the exhaust hydrocarbon emission in part
per million, PPM, Y R is the year the vehicle was built,
TEM is the ambient temperature in Celsius. The ¢
statistics for the intercept 2086.1 is 2.0 and for the
parameter estimates of Y R and TEM are-2.1 and -4.1,
respectively. The Root Mean Square Error (RMSE) for
Equation 1 is 189 PPM.

CO = 31.8 - 0.02(YR) + 0.13(CY L), (2)

where CO is the exhaust carbon monoxide emission
in percent of the volume, YR is the year the vehicle
was built and CY L is the number of cylinders. The
t statistics for the intercept 31.8 is 3.4 and for the
parameter estimates of YR and CY L are -3.1 and 2.2,
respectively. RMSE of Equation 2 is 1.4%.

O, = —7.35+ 0.24(TEM) + 0.56( BAT), (3)

where O3 is the exhaust oxygen emission in percent
of the volume, TEM is the ambient temperature
in Celsius and BAT is the battery voltage. The ¢
statistics for the intercept -7.35 is -5.5 and for the
parameter estimates of TEM and BAT are 12.8 and
5.8, respectively. RMSE of Equation 3 is 3.1%.

CO, = 11.57 — 0.000015(K LM), (4)

where COs is the exhaust carbon dioxide emission
in percent of the volume and K LM is the distance
traveled. The t statistics for the intercept 11.57 is 9.4
and for the parameter estimate of K LM is -2.1. RMSE
of Equation 4 is 3.4%.

For Equations 1 to 4, the t statistics for parameter
estimates showed a significant level of 0.05 or better.
Equations 1 to 4 can be used for prediction; however,
their large RMSE with respect to the air pollution
variables’ mean and standard deviation make them
less appealing. The coefficient of determination for
the developed models of 1 to 4 were less than 0.20,
reflecting that the multiple linear regression can not
efficiently capture the relationships. This also has been
demonstrated by appearance of one or two variables as
significant variables in the developed linear models.

ANN MODELING

Artificial neural networks take their name from the
network of nerve cells in the brain. They are inspired by
knowledge from neuroscience and draw their methods
to a large extent from statistical physics. Their po-
tential applications lie in the field of computer science
and engineering [16-23]. The idea of modeling the func-
tioning of the brain draws inspiration from the fact that
brain is a very robust processing body. The robustuness
of brain comes from the millions of neurons and their
interconnections and from the parallel processing of
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information. The powerful structure of brain provides
it with the capability to analyze extremely complex
input-output systems.

Inspired by the architecture of brain, artificial
neural network is a parallel, distributed information
processing system composed of many simple processing
elements, which are interconnected via synaptic or
weighted connections. They are powerful mathematical
tools for modeling complex and sometimes intractable
functions between system inputs and outputs. This
is because of the fact that neural networks extract
the essence of the relationship between system inputs
and outputs through the data made available to them
as training information. The key characteristics of
an ANN include: number of processing elements in
each layer, number of layers, type of transfer function
and learning rule. Variety of ANN architectures, such
as back-error propagation, Kohonen layer, competitive
learning, Adaline and Madaline, have been used in
transportation and environment modeling [16-23].

Back-error propagation refers to the method by
which ANN is trained. A basic backpropagation ANN
consists of three layers, namely input layer, hidden
layer and output layer, all interconnected with different
weights. There are no criteria for determining the
appropriate number of layers and processing elements.
Backpropagation ANN takes its name from how it
handles error. In the training of backpropagation
networks, the error information is passed from the
output layer to the input layer. Element connection
weights are adjusted by comparing the desired outputs
with actual outputs using a mathematical rule such
as gradient descent method. Delta rule is generally
used as the training algorithm. The function most
commonly used for error is the sum of the square of
the difference between the actual and desired output
layer elements’ output. For a backpropagation ANN
with sigmoid transfer function, the elements’ outputs
are defined as follows:

Y =1/(1+ e 2o: ™) | (5)

where Y; is the ANN’s actual output for jth element,
w;j, the weight of connection between jth element and
the ith element in the previous layer of the jth element
and Y;, the ¢th input for the element j or the output of
the ith element in the previous layer. In the training of
backpropagation ANN, the error information is passed
backward from the output layer to the input layer. A
network learns by successive repetition and training
based on the observed information, making fewer errors
with each iteration. The most commonly used function
for the errors is the sum of the squared errors of the
output elements. The w;;’s are adjusted based on Delta
rule which is:

E=05 Z(YJ - Yy)?, (6)
Y
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where E is the sum of the square of errors, Y; is defined
as in Equation 5 and Yy; is the ANN’s desired output
or the observed data for jth element. To minimize the
error, take its derivative in Equation 6 with respect to
Wiy as:

OE[0w;; = Y;Y;(1 - Y;)Q; , (7)

where OE/Ow;; is the derivative of E with respect
to the weight between elements ¢ and j, ¥; and Y]
are outputs of elements ¢ and j, ; = (Y; — Yy;) for
output layer elements and Q; = >, w;Ya(l — Vi)
for hidden layer elements when k presents the number
of elements in the next layer that element j is connected
to. The error can be calculated directly for the links
going into the output layer elements. For hidden
layer elements, however, the derivative of Equation 7
depends on values calculated at all the layers that come
after it. That is, the value 2 must be backpropagated
through the network to calculate the derivatives. For
each sample pattern, a forward pass through network
with some initial values for w;;’s produces an output
pattern. Then using Equations 5 to 7, backpropagation
algorithm starts with choosing a step size § and then
updating the w;;’s with the following relation:

Dw;; = =8Y:Y;(1 - Y5)Qy, (8)

where Aw;; is the change for w;; and all other variables
are defined as in Equations 5 to 7. The algorithm
continues until the network is trained and the sum of
the square of errors in Equation 6 becomes smaller than
a prespecified error limit.

Results from the regression analysis of Equa-
tions 1 to 4 lead to the notion that there are more
complex relationships between emissions, vehicle and
environmental characteristics. To predict HC, CO, O,
and CO, emissions, among many available options,
several ANNs were trained and tested. A software
called Neural Work Explorer was used to develop
ANNs [22]. The developed ANNs with all the 26
vehicle and meteorological variables were found not
superior to the developed ANNs in Table 1 with
nine selected vehicle and meteorological variables, in
regard to training convergence and testing results.
The selected ANNs would use the motor vehicle and
ambient characteristics as inputs to nine processing
elements in the input layer. These characteristics were
distance traveled, year model of vehicle, motor rotation
per minute, motor dwell angle, number of cylinders,
battery voltage, vehicle type, ambient temperature and
humidity. As reflected in Table 1, the selected input
variables are correlated with emission variables.

With 9 processing elements in the input layer,
several one and two hidden layer backpropagation
ANNs were trained and tested. Indeed, the actual
architecture of any backpropagation ANN is problem
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Figure

. Structure of the selected backpropagation ANN.

dependent. The selected ANNs, which had simpler
architecture and smaller RMSE, for the testing data,
were the basic three layer networks shown in Figure
1. There were 3 processing elements in the hidden
layer. In the output layer, the processing element
provided the emission variable estimates. In this study,
three types of transfer functions, namely hyperbolic
tangent, sigmoid and sine were tried. For each transfer
function, the training data were properly scaled by
the software. The sigmoid transfer| function, given
by Equation 5, was selected for its superiority in

training convergence and testing res

Its. The applied

learning rule to the hidden and output layers was

the cumulative Delta learning rule,

which accumu-

lated the weight changes over several presentations

of training examples and then appl

ed them to the

weights. The key parameters of the ¢umulative Delta

rule include learning coefficients, mom

entum and epoch

[19,20,22,23]. After several trials, the epoch, momen-

tum and learning coefficients of the hi
layers were set at 16, 0.5, 0.4 and 0.2, 1

dden and output
respectively. The

momentum and learning coeflicients were gradually

reduced for higher numbers of trainiz
convergence to the preselected RMS

g iterations, for
E values. After

more than 30,000 iterations that randomly presented
1800 records as ANNs’ training data, the trainings
converged to RMSE of 0.1 for standardized output.
In this way, four ANNs were trained and selected.
The trained backpropagation ANNs were then tested
with the remaining 200 records. For the testing data,
RMSE of the trained ANNs and regression models
are compared and summarized in Table 2. The
testing data showed an average RMSE reduction of
90%, when four ANNSs’ predictions were compared
with Equations 1 to 4. The developed ANNs were
found superior to the developed regression models.
For emission prediction, the developed ANNs can be
used when relevant vehicle and meteorological data is
available.

Table 2. RMSE of the trained ANNs and regression
models.

Variables ANN Regression
CO 0.23% 1.92%
HC 19 PPM 178 PPM
O3 0.52% 3.13%

COq2 0.15% 2.59%
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CONCLUSION

Among motor vehicle and ambient characteristics avail-
able in the study database, 9 variables were found
more effective in predicting motor vehicle exhaust air
pollution emission. These variables were distance trav-
eled, year model of vehicle, motor rotation per minute,
motor dwell angle, number of cylinders, battery volt-
age, vehicle type, ambient temperature and humidity.
The artificial neural network modeling was found to
be a useful tool for predictions of motor vehicle air
pollution attributes. The developed ANNs were found
superior to the developed regression models. Although
the trained ANNs were dependent on 2000 randomly
selected records from the Tehran motor vehicle air
pollution database, the same methodology may be
applied to predict any motor vehicle air pollution
attributes.
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