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Abstract: Wide use of radioelectronic systems requires more complex antennas. Determining the 

location of the excitation source (feed) in a complex antenna structure plays an important role and 

depends on many factors. Currently, this choice is often made based on the designer experience 

and requires careful modeling and analysis. One of the popular methods used in such programs is 

the characteristic mode analysis (CMA). However, previous CMA-based studies that determine 

the source location often considered the excitation of low-order modes. In this paper, we present 

an algorithm to determine the optimal source location in a wire grid antenna that excites all modes 

reasonably well. This algorithm is based on the product of characteristic current and modal 

significance to obtain the maximum possible current distribution along the antenna wires and 

radiation field. The proposed algorithm is tested here on the example of dipole and conical spiral 

structures in the frequency ranges of 0.1–1 GHz and 9–11 GHz, respectively, and verified by the 

method of moments. 

Index Terms: characteristic mode analysis, method of moments, excitation source, wire grid, 

antennas 

1. INTRODUCTION 

Wide use of radioelectronic systems requires more complex antennas. The process of analyzing 

and designing antennas is a perpetual challenge for radioelectronics engineers since it requires a 

seamless blend of specialized knowledge, practical experience, and advanced simulation tools [1, 

2]. With the rapid advancement of technology, the demand for high-performance antenna devices 

and the need to meet increasingly stringent requirements impose new challenges on this field [3, 

4]. Designers must consider and optimize a lot of antenna characteristics and parameters, including 

shape and size, material properties, and radiation field requirements [5, 6]. 

Although modern antenna simulation software [7] and the extensive design experience 

accumulated over many years have made antenna analysis and optimization easier, a deep 

understanding of physical phenomena and the operating principles of antennas remains crucial for 

breakthrough designs. To address this challenge, characteristic mode analysis (CMA) has emerged 

as a powerful and effective method that provides designers with profound physical insights leading 

to significant advancements in antenna design [8, 9]. CMA enables detailed modeling of the 

distribution of characteristic currents on the surface of a structure, allowing for the prediction of 

critical antenna characteristics such as surface current distribution and radiation fields [10]. 
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Leveraging these advantages, CMA empowers designers to create and optimize antennas with 

exceptional performance [11, 12]. Thus, complexity of phenomena during antenna functioning can 

be described and clarified by characteristic modes. 

Among the key factors affecting antenna performance, the source location plays a crucial role. 

Selecting the optimal source location can significantly influence the magnitude of the radiated 

field, input impedance, and antenna directivity. However, determining the ideal source location 

for a specific antenna structure is a complex problem, particularly for modern antenna designs that 

are increasingly intricate and aim to achieve superior performance [13]. 

In previous studies, source location determination in CMA-based applications has directly been 

used, for example, to enhance impedance bandwidth [14–16], design circularly polarized antennas 

[17], and optimize multiple-input multiple-output (MIMO) systems [18]. For clarity and ease of 

understanding, in what follows, we briefly summarize these research directions. 

Impedance bandwidth enhancement: Observing the frequency dependence of modal significance 

(MS) in narrowband antennas reveals that modes with high MS values (MS>0.7) are often 

distributed far apart within a given frequency range. To create a potential wideband operation, the 

antenna structure or geometry is modified to shift these modes closer together within the same 

frequency band, ensuring that high-MS modes are positioned in proximity to one another [16]. 

Then the characteristic currents are analyzed to determine optimal excitation locations, thus 

ensuring effective activation of the desired modes and achieving the targeted bandwidth. 

Designing circularly polarized antennas: Starting from an antenna with linear polarization, 

modifications in structure and geometry are applied to ensure that two selected modes at frequency 

f satisfy the condition for circular polarization. More specifically, at frequency f, the two modes 

with high, equal MS and 90° phase difference of their characteristic angle [17] must be excited at 

the locations where their characteristic currents are equal. 

MIMO system optimization: In MIMO systems, an alternative to increasing the number of physical 

antennas is to use multiport antennas. Given that multiple modes exist within a single antenna 

structure, it is possible to independently excite each mode, forming a multiport antenna where each 

port activates a distinct mode [18]. This approach significantly improves port isolation, enhances 

MIMO system performance, and optimizes antenna space utilization without increasing the 

number of radiating elements. 

In addition to the above applications, modes can also be selectively excited to optimize the 

radiation field of the antenna [19]. According to [20], to excite the desired mode, the source needs 

to be placed at the location with strong characteristic current. In general, previous studies have 

mainly focused on the excitation of antennas modes with larger MS. However, in practice, high-

order modes (mode with smaller MS) also have a significant influence on the current distribution 

[21]. 

The aim of this paper is to develop an algorithm that determins the optimal source location (OSL) 

that excites all modes reasonably well and maximizes surface current and antenna radiation field 

over the considered frequency range by analyzing the product of characteristic current and MS 

using CMA. 
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Among commonly used antennas, wire grid (WG) antennas stand out since their design reduces 

wind impact, antenna mass, and fabrication costs, while maintaining effective radiation 

characteristics [22, 23]. These advantages make WG antennas ideal for modern communication 

applications. Therefore, in this work we focus on these antennas exemplified by of dipole and 

conical spiral antennas. The surface current distribution and radiation pattern results obtained using 

CMA are verified by comparing them with those obtained using conventional MoM with a pulse 

basis function (PBF). 

This paper is organized as follows. Section II details the developed algorithm used to determine 

the OSL. Section III presents current distribution and radiation pattern results obtained using the 

developed MATLAB code based on this algorithm at various source locations for different 

structures. The analysis of the results allowed determining the OSL, thus demonstrating the 

effectiveness of the proposed algorithm. Section IV summarizes and discusses the results and 

highlights the points to consider in future studies, followed by conclusions in Section V. 

2. OSL ALGORITHM 

To analyze antenna or scatterer structures, the MoM is often used to solve electromagnetic integral 

equations. As a result of this process, the impedance matrix Z is obtained. Subsequently, using 

CMA and Z based on the theory in [24], N characteristic modes can be derived where N is equal 

to the number of segments or here the PBF). Each n-th mode of these N modes is characterized by 

an eigenvalue λn, and an eigenvector (characteristic current) In with a size of N1. 

The surface current (I) can be determined using the equation from [10]: 
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where V is the excitation vector. This equation demonstrates that there are three main factors that 

influence the surface current distribution along the structure: the excitation source amplitude and 

location (position in the zero vector V), In, and λn. It is known that as λn approaches 0, the 

contribution of this mode to I increases (resonance occurs when λn=0). The quantity representing 

the contribution of In to I, is called modal significance (MSn) and is determined by the equation 

from [25]: 

1
.

1 λ
n

n

MS
j




 (2) 

From equation (2), it can be observed that MSn depends only on λn and is independent of V. 

Furthermore, when the absolute value of λn is very large (indicating that the contribution of In to I 

is minimal), MSn approaches 0. Conversely, when λn=0, MSn approaches 1. This implies that as 

MSn approaches 1, the magnitude of the radiated field (for antennas) or scattered field (for 

scatterers) is maximized. In many cases, MSn is more convenient to use than λn when analyzing 

the behavior of modes over a range of frequencies. 

The radiated or scattered fields are linearly related to the currents, so the field (E) can be calculated 

using the characteristic field (En) as in [10]: 
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Similar to I, equation (3) shows that the far field inversely depends on λn, and it is directly 

proportional to En and also depends on the characteristics of the excitation source <In,V>. The 

strength of En is directly influenced by the In. As In increases, it induces a correspondingly stronger 

E. 

Experience has shown that even if a mode n has a small MSn but a large In, it can still make a 

significant contribution to the overall I. Thus, in addition to eigenvalues, it is also crucial to 

consider the effect of eigenvectors on the surface current. Numerous simulations have revealed 

that modes with MS>0.1 (corresponding to |λn|<10) make a substantial contribution to I. 

Based on the above discussion, the OSL algorithm designed to maximize surface currents using 

CMA can be summarized in the following steps: 

1. Determine the Z matrix using MoM [26]. 

2. Calculate eigenvalues and eigenvectors for each mode using Z and CMA as outlined in 

[24]. 

3. Track these modes in the considered frequency range as outlined in [27]. 

4. Calculate MS for each mode in the considered frequency range using equation (2). 

5. For each frequency, identify modes with MSn greater than 0.1. 

6. Determine the absolute value of In (|In|) for each mode from Step 5. 

7. Multiply |In| by MSn for each mode from Step 5. This multiplication results in a matrix, 

referred to here as the Product of Characteristic Current and Modal Significance (PCCMSn) 

[|In|MSn] of NM size where M is the number of modes being considered. 

8. Sum the row values of the resulting PCCMSn matrix, which in turn results in a vector of N 

size. 

9. Identify, in this vector, the index of the element with the maximum value. This index 

indicates the possible position of the OSL. 

10. Test the obtained OSL by placing the source at the peak locations of each different mode 

in the considered frequency range; then, compare the obtained surface current magnitudes. 

11. Make the final decision on the OSL selection based on the obtained maximum current 

magnitudes (this is applicable if MSn are not equal; otherwise, consider the direction of the desired 

radiated field when making decision). 

12. Special case: for a specific n mode, when MSn>0.1 and for others it is equal to 0, directly 

use this mode to determine the OSL based on the characteristic current peak of this mode. 

Thus, using the additional steps 5–9 of the proposed algorithm, which utilize eigenvalues and 

eigenvectors obtained by CMA, we determine the source location that yields the maximum surface 

current. 

3. RESULTS 

3.1. OSL algorithm application to a dipole antenna 

To test the proposed algorithm and demonstrate its effectiveness, we first considered a dipole 

antenna with a length (l) of 0.5 m and a radius of 0.0005 m, divided into N=101 segments and 
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directed along the Oz axis. The surface current distribution was analyzed using CMA based on 

MoM with PBF when the excitation source (1 V) was placed at various locations across the 

frequency range of 100–1000 MHz. These results were verified by comparing them with those 

obtained using the conventional MoM with PBF. 

We have recently developed a MATLAB code that uses the CMA algorithm based on the MoM 

with PBF to analyze wire structures. This program can calculate and display the characteristic 

current dependence on each segment as a 2D graph. This is important in our algorithm as it allows 

for an accurate analysis of the characteristic current characteristics on the segments. Meanwhile, 

this feature is not yet implemented in modern software such as FEKO by Altair. 

First, the frequency dependences of MS over the specified frequency range were obtained using 

CMA based on MoM with PBF. To verify these results, they were compared with those obtained 

using CMA based on MoM with triangular basis functions (TBF) in [25] (Figure 1). We can see 

that the obtained results agree quite well with each other, and only modes 1, 2, and 3 significantly 

contribute to the current. Therefore, in this study, determining the OSL focuses on these three 

modes, which represent 2 first resonant frequencies f1=290 MHz and f2=580 MHz, respectively. 

Additionally, it is observed that at f=520 MHz, the MS of modes 1 and 2 are equal, both 

approximately 0.3. This indicates that at this frequency, modes 1 and 2 contribute equally to the 

surface current. Furthermore, at around 800 MHz, the MS values for modes 1, 2, and 3 are nearly 

equal (MS1=0.302, MS2=0.326, MS3=0.285), signifying that at these frequencies, these three modes 

contribute almost equally to the current. 

Based on these findings, we analyzed In and its impact on I for each of the following frequencies: 

290, 520, 580, and 800 MHz. This analysis included determining the modes with the highest 

impact on I using their MSn. Then, based on the analysis results and the OSL algorithm, we 

predicted the optimal source location along the dipole. After that, this prediction was verified by 

analyzing I and E obtained when the dipole source was placed at various locations. 

Next, we examined the location of the excitation source at the resonant frequency of mode 1 

(f=290 MHz). As shown in Figure 1, at this frequency, mode 1 has a significantly higher modal 

significance than all other modes (MS1=1, MS20, MS30), indicating that only mode 1 

substantially contributes to the surface current. The dependences of I1, 2, 3 and |I| (when the source 

is placed at different locations) on the number of segments (x=1, , N) along the length of the 

dipole are illustrated in Figure 2. It is evident that I1 reaches its maximum at the midpoint segment 

of the dipole (x=51). Therefore, it can be concluded that at f=290 MHz, placing the excitation 

source at the dipole midpoint will yield the highest surface current magnitude. This conclusion 

aligns with practical experience, as this position is commonly used to excite a conventional dipole. 

The considered source locations were x=51 (peak of I1), x=22 (peak of I2), and x=12 (peak of I3). 

The results clearly indicate that placing the source in the 12th and 22nd segments results in lower 

surface current distributions compared to placing it at the 51st segment. 

The E1, 2, 3 and radiation patterns (RPs) in the =90 plane (when the source was placed at different 

positions) of the dipole at f=290 MHz are illustrated in Figure 3. It is evident that at f=290 MHz, 

only mode 1 had the greatest influence on the field; thus, the shape of the dipole radiation pattern 
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(RP) had the shape of E1 regardless of the source position in the dipole. To explain this prediction, 

from equation (1), it can be seen that the result of the multiplication <In,V> and MSn are real 

numbers that will affect only the current amplitude and, consequently, the field strength. Therefore, 

field E in equation (3) can be considered as a linear function of En, which has the most significant 

effect on the E shape, and as a result E has the shape of E1 in this case. From Figure 3b, it is evident 

that independently of the source location, the obtained RPs had the same shape of E1 and only 

differed by the level (caused by the product <In,V>, since MSn were equal for various source 

locations). At the same time, when the source was placed at x=51, the RP results were larger than 

those when the source was placed at other positions. This difference is true for the logic that the 

larger the current, the stronger the field. 

Next, we determined the OSL at f=520 MHz. As observed in Figure 1, MS1=MS2=0.3, while 

MS3=0.005, which is significantly smaller than MS1. Therefore, only I1 and I2 need to be considered 

when determining the source location. Figure 4 illustrates the dependences of I1, 2, 3 and |I| on x 

along the dipole length. From Figure 4a, several observations can be made. If the source is placed 

at the midpoint of the dipole (the 51st segment), only mode 1 will contribute to the total current, 

as contribution from mode 2 will be 0 due to the symmetry of I2 around the axis along the dipole. 

Consequently, it is necessary to select a location other than the midpoint of the dipole for the source 

placement to ensure contributions from both modes. 

From Figure 4a and by applying the proposed algorithm, we determined that placing the source in 

the 28th segment of the dipole yields the largest surface current. The surface currents were 

compared when the source was positioned in the 28th, 24th (peak of I2), and 51st (peak of I1) 

segment, as shown in Figure 4b. The results indicate that the surface currents for the 24th and 28th 

segments are approximately equal in magnitude. This equality is expected since these segments 

are close to each other, resulting in a similar impact on the surface current. Note that the currents 

for the 24th and 28th segments are significantly larger than the current for the midpoint location 

(51st segment). This comparison confirms that the prediction made by the proposed algorithm is 

indeed reasonable. 

The E1, 2, 3 and RPs of the dipole at f=520 MHz are illustrated in Figure 5. As mentioned above, at 

f=520 MHz, both mode 1 and mode 2 affected the surface current; therefore, the shape of the field 

depended on both E1, E2 and the source location (in the case where several modes influence the 

field). Since the RP upper lobes of mode 2 were directed at ±50, while the RP lobes of mode 1 

were directed at 90, E was directed in the 50–90 range despite of the source location (i.e., it was 

not possible to change the source location to obtain a field directed outside this range). 

From Figure 5b, it can be seen that at =1–80, when the source was placed at x=24 and 28, the 

RP levels were larger than those at x=51. However, in the range of =80–90, when the source 

was at x=51, the RP levels were larger than those at x=24 and 28 (since mode 1 had the most 

significant influence at the dipole center). From Figure 5b, it can be seen that the RP levels of both 

the upper (±50) and lower (±130) lobes, when the dipole was excited at x=24 and 28, were larger 

than the RP lobes (±90) levels when the dipole was excited at x=51. This happened because the 

surface current magnitudes were much larger than those for x=51, when the source was placed at 
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x=24 and 28 (Figure 4b). Therefore, the antenna RP direction should be considered when selecting 

the source location using the OSL algorithm. 

At f=520 MHz, when the source was placed at x=51, only mode 1 contributed to the current 

(<I2,V>=0, and I3 was not considered since MS30); thus, E had the same shape as E1. However, 

when the source was placed at another position (x≠51), mode 2 was excited; thus, both E1 and E2 

contributed to the E shape. In such case, it was necessary to consider the impact of each mode on 

the field. When the source was placed at a position that excited mode 2 more, the resulting field 

had a shape similar to E2. For example, when the source was placed at x=24, the RP levels were 

bigger than those for the other positions and smaller than those when E2 tends to 0 (at 90). The 

direction of the E RP upper lobes, when the source was placed at x=24 and 28, was about =±55 

(while their direction for E2 was =50). This is because both mode 1 and mode 2 were excited at 

the same time; thus, the directions of the E RP lobes deviated slightly towards =±90 (main lobes 

directions of E1). 

Next, we examined the source location at a frequency f=580 MHz, corresponding to the resonant 

frequency of mode 2. As shown in Figure 1, at f=580 MHz, the modal significance values are 

MS10.3, MS2=1, and MS3=0.016, with MS3 being significantly smaller than MS1, and MS1 being 

smaller than MS2. Therefore, only modes 1 and 2 contribute significantly to the overall surface 

current. Figure 6a illustrates the dependences of I1, 2, 3 on x along the dipole length, calculated using 

CMA. By following the proposed algorithm, it was found that placing the source in the 26th 

segment results in the largest surface current. Additionally, it is observed that in the 25th segment, 

I2 reaches its peak, and since MS2>>MS1, we can predict that placing the source in the 25th segment 

would also yield a large surface current. We compared the currents obtained when placing the 

source in the 51st segment (peak of I1), 25th (I2), 13th (I3), and 26th segment (Figure 6b). 

We can see that placing the source in the 25th and 26th segments results in the largest surface 

currents, as anticipated. When the source is positioned in the 13th segment, a smaller surface 

current is observed compared to the 25th and 26th segment positions. However, the current for the 

13th segment position is still greater than that for the 51st segment position. This can be attributed 

to the fact that for the 13th segment position, the surface current benefits from contributions from 

both mode 1 and mode 2. In contrast, for the 51st segment position, mode 2 contributes nothing to 

the total current, leaving only mode 1 to contribute. 

The E1, 2, 3 and E RPs of the dipole at f=580 MHz are illustrated in Figure 7. From Figure 1 it is 

clear that mode 2 had a much larger MSn than the other modes; thus, the RP had a shape more 

similar to E2. From Figure 7b, we can see that the RP upper lobes maximum levels were 0.62 V/m 

(for x=13), 0.82 V/m (for x=25 or 26), and 0.17 V/m (for x=51). Since the current magnitudes 

when the dipole was excited at x=25 or 26 were approximately the same, the E levels in these cases 

were also the same. When the source was placed at x=13, the current magnitudes were smaller 

than those for x=25 and 26 cases; thus, the E RP levels for the x=13 case were smaller. These 

levels, when the source was placed at x=51, were the smallest, except at =90, when they were 

still the largest. The upper lobes of the E RP were directed in the range of ±(50–90) thanks to the 

joint contribution of E1 and E2. Moreover, at f=580 MHz, the E RP levels were bigger than those 

at f=520 MHz, since MS2 for the former was bigger than that for the latter. 
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Next, we investigated the source location at f=800 MHz where MS1MS2MS3, indicating that the 

effects of modes 1, 2, and 3 on the surface current are nearly identical. Figure 8 shows the 

dependence of I1, 2, 3 and |I| on x along the dipole length. Applying the proposed algorithm, it was 

found that the OSL is in the 20th segment. We compared |I| generated when the source was placed 

in the 20th segment with those obtained when the source was placed in the 51st (peak of I1 and I3), 

the 29th (I2), and the 15th (I3) segments (Figure 8b). The 15th and 20th segments positions both 

yielded the highest currents. 

The high current observed for the 15th segment position can be attributed to significant 

contributions from mode 3, along with additional contributions from modes 1 and 2. For the 51st 

segment position, a somewhat smaller current is observed due to the absence of mode 2 

contribution, with only modes 1 and 3 influencing the current (mode 2 is symmetric about the 

dipole axis). The 29th segment position shows the smallest current, as mode 2 contributes 

significantly there, while contributions from modes 1 and 3 are minimal compared to other 

positions. In such case (MSn are equal), one should consider the direction of the desired radiated 

field to make the decision on the OSL. 

The E1, 2, 3 and RP levels of the dipole at f=800 MHz are illustrated in Figure 9. At f=800 MHz, the 

modes had equal MSn, but since I3 was the largest, E3 had a significant effect on E (here, the 

appearance of 3 lobes) if the source was placed at a position that strongly excited mode 3 (x=15 or 

51). When the source was placed at x=51, modes 1 and 3 had their maximum impact on I and 

consequently on E, which in turn led to the appearance of RP lobe at =90 with bigger level than 

that for other source location cases. When the dipole was excited at x=29, mode 2 had its maximum 

impact on I and consequently on E; thus, E is predicted to be more similar to E2 and, therefore, E 

has only 2 lobes. In addition, it is observed that E2 and E3 have lobes with maximum levels in the 

range of ±(40–50); thus, the E lobes for most source location cases will probably be in that region 

(because I2 and I3 are both larger than I1). 

As shown in Figure 9b when the source was placed at the middle point of the dipole (x=51), a lobe 

with a maximum level appeared at =90, and two other lobes appeared at 40 and 140. When the 

source was placed at x=15 or 20, a lobe with a maximum level appeared at =46, and two other 

lobes appeared at 93 and 140. When the source was placed at x=29, the field was the weakest 

since the current at x=29 was smallest. 

The RP lobes with maximum levels for x=51, 15, and 20 cases were almost equal. However, the 

width of these lobes for the x=51 case (mode 3 with the highest impact) was narrower than that for 

x=15 and 20 cases (mode 2 with the highest impact). This is because E3 has a lobe with a maximum 

level directed at =90 with a narrower width than that of E2 lobes. 

For clarity, Table 1 presents the characteristics of I and E when the source is placed at different 

positions and at various frequencies. 

3.2. OSL algorithm application to a conical spiral antenna 

Next, to verify the proposed OSL algorithm on more complex structures than dipole antennas, we 

considered its application to a conical spiral antenna (CSA). CSAs have uniform input impedance, 

gain, and circular polarization over a broad frequency range [28]. As the name suggests, CSAs 
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have a cone shape with a wide base gradually narrowing at the top. They are made of an electrical 

wire wound in a spiral around a cone structure and continuing from the large base to the top. The 

isometric view of the wired CSA and its MATLAB model are shown in Figure 10. This CSA has 

the following parameters: the large base radius is 0.005 m, the wire radius is 0.0001 m, the height 

is 0.0208 m, and the total number of wire segments needed to approximate the antenna structure 

is 300. The number of segments per loop is evenly distributed, with 36 segments per loop, resulting 

in approximately 8.3 (300/36) loops required to build the model. In this study, the antenna was 

considered over the frequency range of 9–11 GHz. In practice, to excite the CSA, the power source 

is usually placed at the tip of the wire, at the largest loop. Here, a source of 1 V was connected to 

the first segment. 

First, the frequency dependences of MSn for this CSA were obtained using CMA, as shown in 

Figure 11. It can be seen that the number of modes affecting the surface current (modes with 

MS>0.1) varies depending on each frequency. It can be seen that the CSA has resonance 

frequencies at 9.4 and 10.3 GHz. During the antenna development process, designers often focus 

on optimizing the antenna at these resonance frequencies. Therefore, in this work, we considered 

the location of the excitation source around these resonance frequencies. For each frequency, the 

analysis of In and its impact on I was performed. This analysis included determining the modes 

with the highest impact on I using their MSn, and calculating their PCCMSn. Then, based on the 

analysis results and the OSL algorithm, we made a prediction about the optimal source location 

for the CSA. Finally, we verified this prediction by analyzing I and E obtained when placing the 

CSA source at various locations. 

First, the OSL algorithm was applied to the CSA at its first resonant frequency (f=9.4 GHz). 

Figure 11 shows that at this frequency, there are 5 modes that greatly affect the surface current 

(the MSn for these modes were MS1=0.93, MS2=0.54, MS3=0.24, MS4=0.16, and MS5=0.14). We 

can see that mode 1 had the highest MSn (approximately 1), followed by mode 2 and mode 3, while 

modes 4 and 5 had quite small MSn. Thus, we can say that modes 1, 2, and 3 have the greatest 

influence on the current. 

Figure 12 illustrates the dependences of In, PCCMSn, and |I| on x (the number of a segment) along 

the CSA length and CSA RP at 9.4 GHz. It is clear that since I1 and MS1 were larger than In of the 

remaining modes, the obtained PCCMS1 was much larger than PCCMSn of the other modes. 

Therefore, at f=9.4 GHz, CSA OSL can be determined just by considering PCCMS1. However, in 

order to obtain more accurate results, the influence of the remaining modes needs to be considered 

as well. 

Figure 12b shows that although MS2 was about 2 times larger than MS3, I2 was about 2 times 

smaller than I3; therefore, their PCCMS2 and PCCMS3 were almost equal (and both much smaller 

than PCCMS1). Similarly, MS4, 5 were the smallest (only about 0.16 MS1); thus, their contribution 

to surface current was the smallest. An easily seen feature when analyzing I1, ..., I5 of the CSA at 

f=9.4 GHz is that their main peaks were located at segments that were quite close to each other. 

Therefore, all these modes contributed to the surface current when the source was located at any 

peak according to their maximum (or near maximum) In value in this peak region. This indicates 
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that, unlike in the dipole case, placing the source at the peak of one mode does not exclude 

contributions from the others. 

Based on Figure 12b and by applying the OSL algorithm, it can be predicted that when the source 

is located at x=129, the obtained surface current is the largest. To verify the correctness of this 

prediction, the surface current was calculated when the feed was placed at the following locations: 

x=1 (the actual location of the feed), and at x=10, 30, 55, 80, 103, 129, 164, 202, and 255 (the peak 

positions of the sum of PCCMS1, 2, 3, 4, 5). Figure 12c shows that high current obtained when the 

source was at x=202 and 103 can be explained by the fact that the sum of their PCCMSs was also 

large (only smaller than that for x=129). In addition, the current for the x=255 and 164 cases was 

slightly smaller than that for the x=129, 202, and 103 cases, since the sum of PCCMS1, 2, 3, 4, 5 was 

bigger. The current obtained for x=1 was the smallest because the product <In,V> was very small 

when compared with those for the other cases. 

Based on Figure 12b, it can be concluded that when the source was placed at x=20, 41, 64, 88, 114, 

143, 180, 223 and 300, the obtained sum of PCCMS1, 2, 3, 4, 5 was the smallest, and as a result the 

surface current was the smallest. In addition, the current distribution had a shape similar to the 

absolute value of I1 shape (there were 9 peaks; the highest peaks occurred at segments higher than 

100) (as shown in Figures 12b, c). As mentioned above, this can be explained by the fact that 

mode 1 has the greatest impact on the surface current. At the same time, it can be seen that when 

the source was placed at various positions, the obtained current distribution had peaks at similar 

positions along the length of the structure, again, because the modes had peaks along the antenna 

at adjacent segments. 

From Figure 12d, E for the x=129 case was the strongest, followed by x=202 and 103 cases, while 

for x=1 it was the weakest. We can also see that when the source was placed at various locations, 

the main lobes of the obtained fields had quite similar directions (approximately at =0), which 

can be explained by the fact that the obtained current had the same shape along the entire antenna 

structure. 

Finally, the OSL algorithm was applied to the CSA at f=10.15 GHz. Figure 13 illustrates the 

dependences of In, PCCMSn, and |I| on x (number of segment) along the CSA length and CSA RP 

at 10.15 GHz. Figure 11 shows that at this frequency, the modes that affect the surface current 

(MS>0.1) had the following MSs: MS2=0.94, MS3=0.53, MS5=0.26, MS1=0.22, and MS6=0.14. 

From Figure 13a, it can be noticed that, although I2 was not the largest compared to In of the other 

modes, its PCCMS2 was still the highest thanks to its MS2 (the highest). Moreover, I3 had 

approximately the same amplitude as I2, but since MS3 was half of MS2, PCCMS3 was also about 

half of PCCMS2. I5 was slightly larger than I2 and I3, but MS5 was much smaller than MS2 (by 

about 3.6 times) and MS3 (by about 2 times); thus, PCCMS5 was smaller than PCCMS2, 3. Mode 1 

had both small I1 and MS1; therefore, it gave the smallest PCCMSn. Mode 6 had a smaller MS6 than 

MS1, but a much larger I6 peaks than I1 and even than other modes in general; thus, it gave a larger 

PCCMS6 than PCCMS1. Overall, at 10.15 GHz, mode 2 affected I the most. Based on Figure 13b 

and using the OSL algorithm, we can see that when the source is placed at x=137, the obtained I 

is probably the largest. 



 

11 

 

Figure 13c shows the obtained dependences of |I| on x along the CSA length using CMA when the 

source was placed at the following positions: x=1 (the actual location of the feed), x=8, 26, 44, 66, 

89, 112, 137, 169, 207, and 257 (the peak positions of the sum of PCCMS1, 2, 3, 5, 6). By analyzing 

the results, we can say that when the source was placed at x=137, the |I| was the largest, followed 

by 112, 207, 169, 257, 89, 8, 66, 26, 44, and 1. This is consistent with the prediction made by the 

OSL algorithm. The high |I| obtained at 112, 207, 169, and 257 can be explained by the fact that 

when the source was excited at those segments, the sum of PCCMS1, 2, 3, 5, 6 was high (except for 

x=129). Again, it can be noticed that |I| for x=1 was the smallest, since In of all modes were very 

small at this segment (see Figure 13a). Note that at f=10.15 GHz, |I| had the same shape as |I2|. 

In addition, when the source was placed at x=8 (near the edge of the CSA bottom surface), the 

obtained current was quite high compared to the currents for the x=66, 26, and 44 cases (unlike 

f=9.4 GHz, when the current at x=10 was only larger than that for x=55). This can be explained by 

the fact that when the source was placed at x=8, most of the modes were excited at their In peaks 

(see Figure 13a), and their sum of PCCMSn was larger than that for the x=66, 26, and 44 cases. 

Figure 13d demonstrate that when the source was placed at x=137, the obtained E was the 

strongest, while at x=1, it was the weakest, which is consistent with all OSL predictions. In 

addition, despite the source position, the RP main lobes still had a similar direction (around 0), 

which can be explained similarly to the case of f=9.4 GHz. It is worth noting that the RP back lobe 

level for x=8 is clearly larger than that for the other cases, followed by the x=26 case, which must 

be considered when it is important to control the antenna back radiation. Although x=1 was also 

located in the 1st loop, its current was much smaller than that of x=8. These observations were as 

follows: at 9.4 GHz, OSL was at x=129; and 10.15 GHz, OSL was at x=137. 

For clarity, the characteristics of I and E when the source is placed at different positions and at 

various frequencies are presented in Table 2. 

4. DISCUSSION 

The proposed OSL algorithm provides a method to dynamically determine the OSL based on the 

operating frequency range and the structure itself. Although the newly developed algorithm has 

been applied only to dipoles and CSAs, this study demonstrated that it actually works. The 

proposed OSL algorithm has been validated by comparing the current and radiation field 

distribution results using CMA and MoM.  

However, the verification of the obtained results with real measurements has not been done and 

will be done for more complex structures in the near future. The use of modes with MS greater 

than 0.1 as the modes with the largest influence on the current is based on the authors’ experience. 

This value may be reduced when analyzing more complex structures, which means that the 

influence of more In on the surface current will be considered. In addition, as In increases, the 

implementation of the proposed algorithm becomes more complicated. Therefore, besides the fact 

that the use of OSL seems promising, it is also important to make it easier. In addition, the 

limitation of this algorithm is that it has not been applied yet to antennas that are excited by 

different feed types, especially if it is not directly connected to the antenna structure like in the 

case of exciting parabolic antennas, which is also a research aspect that needs to be considered in 

further studies. 
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Finding the source location should not only be limited to achieving the highest surface current. It 

should also be considered with respect to enhancing other useful antenna characteristics such as 

reflection coefficient, input impedance, etc. Moreover, further research should consider the 

feasibility of source location using the OSL algorithm to facilitate antenna installation according 

to the real situation. In addition, another important aspect that needs to be investigated is the 

efficiency of the proposed algorithm in more complicated requirements such as radiation at 

multiple frequencies or over a wide frequency range. In the future, it is possible to combine the 

OSL algorithm with the genetic algorithm to further optimize the antenna structure.  

5. CONCLUSIONS 

In this work, we have introduced an algorithm based on the analysis of eigenvalues and 

characteristic currents using CMA to determine the optimal source location that maximizes the 

surface current of complex WG structures. Beside the developed novel algorithm, the main 

contributions include demonstrating the effectiveness of the algorithm on the examples of two 

different structures, validating its accuracy by comparing the surface currents and the resulting 

radiation fields for various source positions, and verifying the results of the MATLAB code 

developed using CMA-based MoM with PBF by comparing its results with those obtained using 

conventional MoM with PBF. All this confirms the algorithm effectiveness in identifying the OSL 

for achieving the highest surface current across the frequency band. Moving forward, the 

developed algorithm and code hold promise for analyzing source placement in more complex WG 

antenna structures. 
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LIST OF CAPTIONS 

Figure 1. Frequency dependences of MS1 (black), MS2 (red), and MS3 (blue) obtained using CMA based on MoM 

with PBF () and CMA based on MoM with TBF (---) (MS – modal significance, CMA – characteristic mode 

analysis, MoM – method of moment, PBF – pulse basis function, TBF – triagular basis function) 

Figure 2. The dependences of characteristic current In (a) and module of current |I| (b) on number of segment x along 

the length of the dipole at frequency f=290 MHz. (CMA–characteristic mode analysis, MoM–method of moment) 

Figure 3. The characteristic field En and radiation patterns (RPs) of the dipole at frequency f=290 MHz. (CMA–

characteristic mode analysis, MoM–method of moment) 

Figure 4. The dependences of characteristic current In (a) and module of current |I| (b) on number of segment x along 

the length of the dipole at frequency f=520 MHz. (CMA–characteristic mode analysis, MoM–method of moment) 

Figure 5. The characteristic field En and radiation patterns (RPs) of the dipole at frequency f=520 MHz. (CMA–

characteristic mode analysis, MoM–method of moment) 

Figure 6. The dependences of characteristic current In (a) and module of current |I| (b) on number of segment x along 

the length of the dipole at frequency f=580 MHz. (CMA–characteristic mode analysis, MoM–method of moment) 

Figure 7. The characteristic field En and radiation patterns (RPs) of the dipole at frequency f=580 MHz. (CMA–

characteristic mode analysis, MoM–method of moment) 

Figure 8. The dependences of characteristic current In (a) and module of current |I| (b) on number of segment x along 

the length of the dipole at frequency f=800 MHz. (CMA–characteristic mode analysis, MoM–method of moment) 

Figure 9. The characteristic field En and radiation patterns (RPs) of the dipole at frequency f=800 MHz. (CMA–

characteristic mode analysis, MoM–method of moment) 

Figure 10. The conical spiral antenna (CSA) isometric view (a) and the MATLAB CSA model (b). 

Figure 11. The frequency dependences of MSn for the conical spiral antenna CSA obtained using CMA based on MoM 

with PBF. (MS–modal significance, CMA – characteristic mode analysis, MoM – method of moment, PBF – pulse 

basis function) 

Figure 12. The dependences of characteristic current In (a), PCCMSn (b), and module of current |I| (c) on number of 

segment x and CSA RPs (d) at frequency f=9.4 GHz. (PCCMS – Product of Characteristic Current and Modal 

Significance, CMA – characteristic mode analysis, MoM – method of moment, CSA – conical spiral antenna, RP – 

radiation pattern) 

Figure 13. The dependences of characteristic current In (a), PCCMSn (b), and module of current |I| (c) on number of 

segment x and CSA RPs (d) at frequency f=10.15 GHz. (PCCMS – Product of Characteristic Current and Modal 
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Significance, CMA – characteristic mode analysis, MoM – method of moment, CSA – conical spiral antenna, RP – 

radiation pattern) 

Table 1. Characteristics of module of current |I| and field E for the dipole antenna after OSL algorithm when the 

source is placed at different positions and at various frequencies (RP – radiation patterns) 

Table 2. Characteristics of module of current |I| and field E for the CSA after the OSL algorithm when the source is 

placed at different positions and at various frequencies (PCCMS – Product of Characteristic Current and Modal 

Significance, RP – radiation patterns) 
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Figure 13. 
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TABLES 

Table 1. 

f, MHz x |I|max, A 
RP upper lobe RP back lobe 

|E|max, V/m ,  |E|max, V/m ,  

290 

51 0.0127 0.77 90 0.77 90 

22 0.0085 0.5 90 0.5 90 

12 0.0052 0.31 90 0.31 90 

520 

28 0.005 0.32 56 0.226 129 

24 0.005 0.32 55 0.24 129 

51 0.0015 0.18 90 0.18 90 

580 

26 0.011 0.82 55 0.7 127 

25 0.011 0.82 55 0.7 127 

13 0.008 0.62 53 0.54 126 

51 0.0014 0.18 90 0.18 90 

800 

15 0.0045 0.35 44 0.24 140 

20 0.0043 0.35 45 0.22 138 

51 0.004 0.334 90 0.236 142 

29 0.0023 0.24 52 0.176 117 

880 

18 0.0096 0.842 44 0.681 139 

16 0.0096 0.844 44 0.699 139 

51 0.009 0.774 43 0.497 90 

30 0.004 0.358 47 0.155 144 

Table 2. 

f, GHz x 
PCCMSn 

peak, A/m 
|I|max, A 

RP upper lobe RP back lobe 

|E|max, V/m ,  |E|max, V/m ,  

9.4 

129 0.194 0.0144 1.427 357 0.6752 175 

202 0.187 0.014 1.378 357 0.677 175 

103 0.178 0.014 1.357 356 0.6101 173 

255 0.167 0.0131 1.281 356 0.649 175 

164 0.16 0.0133 1.271 356 0.697 175 

80 0.143 0.011 1.039 357 0.497 174 

10 0.121 0.0097 0.824 358 0.77 175 

30 0.111 0.0097 0.828 356 0.683 177 

55 0.106 0.0088 0.83 356 0.507 173 

1 0.035 0.0023 0.2 0 0.2 175 

10.15 

137 0.1422 0.0079 1.046 359 0.438 187 

112 0.126 0.0076 0.93 359 0.421 186 

207 0.132 0.0073 0.954 359 0.436 188 

169 0.115 0.0074 0.88 0 0.359 185 

257 0.114 0.0062 0.873 359 0.3677 186 

89 0.096 0.0055 0.699 0 0.352 187 
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f, GHz x 
PCCMSn 

peak, A/m 
|I|max, A 

RP upper lobe RP back lobe 

|E|max, V/m ,  |E|max, V/m ,  

8 0.089 0.0049 0.49 1 0.519 177 

66 0.069 0.0041 0.531 0 0.319 189 

26 0.068 0.0036 0.458 355 0.429 185 

44 0.051 0.0029 0.425 2 0.29 184 

1 0.026 0.00128 0.142 357 0.142 177 
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