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Abstract 

In recent years, multi-domain (air-water) optical wireless communication has gained wide 

scientific and civil interest for its versatile applications. However, in addition to security 

challenges, these types of communications face limitations regarding direct cross-medium 

communication, transmission capacity, transmission range, and energy consumption due to 

water properties and reflections occurring at the interface between the two mediums. In this 

research, we propose a secure covert communication protocol with energy efficiency for multi-

domain communication applications to address the aforementioned challenges. In this protocol, 

to enhance security and reduce bandwidth consumption, data is sampled based on its entropy 

and then simultaneously compressed and encrypted according to its sparsity level. Next, the 

resulting output is modulated onto amplified spontaneous emission (ASE) noise, hidden, and 

spread out over time using a chirped fiber Bragg grating (CFBG). The signal is then transmitted 

through a wide-field optical system. Here, we utilize an array of ultrasonic sensors and a 

prediction algorithm to calculate the optimal water surface impact point. We 
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also optimize energy use and boost data capacity via laser diode switching with simple on-off 

keying (OOK) modulation. The simulation results demonstrate that the proposed model reduces 

energy consumption and increases transmission capacity compared to previous methods. 

Keywords: Covert Communications, Secure Communications, Multi-Domain 

Communications, Energy-Efficient Communications, Statistical Machine Learning 

1.  Introduction 

     The paradigm of Multi-Domain Operations (MDO), with its emphasis on establishing 

integrated communications, has garnered significant attention from both scientific and 

industrial communities [1]. The implementation of this paradigm necessitates establishing 

secure, energy-efficient communications between systems across different domains (water, air) 

while maintaining optimal data transmission rates. However, since most existing wireless 

communication technologies primarily focus on a single physical environment, they are unable 

to penetrate physical boundaries such as air-water interfaces, resulting in degraded performance 

[2]. Traditional hybrid methods (e.g., optical-acoustic, TARF, relay-based) lack security, 

scalability, and efficiency due to limited data rates, high energy use, and mobility constraints, 

making them unsuitable for practical use [3–5]. These limitations have driven growing 

interdisciplinary research interest in recent years [6,7]. 

     In [8], a location-aware covert communication protocol using a 320 nm laser and hybrid 

network is proposed to enhance BER, energy efficiency, and channel capacity. Despite its 

benefits, high costs and potential security risks in resource sharing limit its practicality. In [9], 

the authors propose a wireless communication system based on a 450-nm laser and an 

avalanche photodetector, enabling data exchange at short distances with data transmission rates 

of 6 to 10 Mbps. In [10], a covert water-to-air optical wireless communication method is 

proposed using a narrow signal waveband and avalanche photodiode nonlinearity to hide 

transmissions. A shared secret wavelength pattern guides signal transmission, aiming to 

maximize throughput while maintaining stealth. Despite its practicality and resource efficiency, 

the method faces challenges in data rate and secure pattern sharing, and its covertness may be 

compromised by optical filters at unauthorized receivers. 

 In [11], an adaptive beamforming method based on the state action reward state action 

(SARSA) algorithm was proposed to enhance underwater optical communication quality. 
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Although this algorithm demonstrates superior performance compared to static and random 

methods, it suffers from a long convergence time. 

     In [12], a covert water-to-air optical communication method using adversarial autoencoders 

(AAE) is introduced, which embeds secret data into transmitted signals without extra resources 

like Intelligent Reflecting Surface (IRS) or antennas. The AAE generates signals resembling 

artificial noise to confuse eavesdroppers, while legitimate receivers can decode the message. 

Although the method offers strong covertness and resilience under varying conditions, its 

demodulation error rate is slightly higher than that of linear block codes (LBCs). In [13], an 

optical wireless method using DDPG and EKF ensures reliable air-water communication 

between mobile agents. While energy-efficient and robust in dynamic conditions, it faces high 

computational complexity and reduced real-time performance in turbulent waters. 

     In [14], a real-time water-to-air optical wireless system using field programmable gate array 

(FPGA), multiple-input multiple-output (MIMO), and low-density parity check (LDPC) codes 

is introduced, offering low frame error rate (FER) under dynamic conditions. However, it lacks 

active tracking, relying on coarse alignment. In [15], a wide field-of-view (FOV) water-to-air 

optical camera communication (OCC) system using rolling-shutter (RS) and long short-term 

memory neural networks (LSTM-NNs) is proposed to handle water turbulence and decode 4-

level pulse amplitude modulation (PAM-4) signals. While the system offers high data rates and 

robustness to water turbulence, its complexity and limited range pose challenges for practical 

deployment. Despite the growing use of wireless optical communication in multidisciplinary 

domains, existing solutions often lack sufficient security and face challenges related to energy 

efficiency, range, and capacity [16]. To address these gaps, this study targets covert, bi-

directional air–water communication by designing a wavelength-conversion-based optical 

system operating in both detection and transmission modes. This system enables secure data 

exchange under LoS and NLoS conditions. The proposed model, developed under the 

assumptions listed in Table 1, simplifies protocol complexity while maintaining precision in 

addressing core challenges. 

     In the proposed system, to establish a secure and covert optical link, input data is entropy-

sampled, compressed, and encrypted based on sparsity, then modulated onto ASE noise and 

time-dispersed using a Chirped Fiber Bragg Grating before transmission. OOK pulse 

modulation and high-speed laser switching enhance data rate and energy efficiency, while also 



 

 

stabilizing laser temperature. To maintain SNR under strong ambient light, a narrow optical 

filter is used with a sensitive SiPM detector. A compact optical setup (combining MEMS 

mirrors, object-space imaging, and fisheye lenses) enables 78   beam steering across 174  

FOV. For adaptation to water surface dynamics, 12 frequency-diverse ultrasonic sensors with 

AI-based prediction and compressed sensing provide accurate wave profiling to guide optimal 

beam projection. The model's performance is validated via simulations and experimental 

evaluations. Key contributions include a secure, energy-efficient multi-domain communication 

protocol with improved range, capacity, and robustness under environmental challenges. The 

remainder of this paper is organized as follows: Section 2 briefly describes the optical system, 

its constituent components, and the water surface model. Section 3 details the proposed scheme. 

Section 4 presents the parameter settings used in the simulation. Section 5 analyzes and 

evaluates the simulation results. Finally, Section 6 concludes the paper and discusses future 

work. 

2.  Optical system architecture and water surface modeling 

     This section briefly describes the optical system architecture, its constituent components, 

and the water surface model employed in the communication protocol analysis. 

2.1.  Optical system 

     To enable robust air-water communication, a wavelength-adaptive optical system is 

developed using selectable laser sources (320 nm, 800 nm, and 1050-1540 nm) based on the 

operational mode and channel conditions. In detection mode, a low-power beam is emitted to 

locate targets, followed by data transmission via beam steering. The system uses 320 nm for 

Non-Line-of-Sight (NLoS) and longer wavelengths for Line-of-Sight (LoS), optimizing 

performance under varying atmospheric and environmental conditions while addressing 

concealment, range, and energy efficiency. These wavelengths, less affected by water 

absorption and ambient noise, reduce interference and detection risk. The system applies On-

Off Keying (OOK) pulse modulation to balance rate and power without thermal control. At the 

receiver, a highly sensitive photodetector (SiPM) with a narrow bandpass filter enhances SNR, 

widens the field of view, and enables efficient photon detection. Fig. 1(a) and Fig. 1(b) illustrate 

the transmitter tracking structure and receiver optical setup, respectively. 
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     As depicted in Fig. 1(a), the transmitter's tracking unit integrates a small-angle 

microelectromechanical (MEMS) mirror, object-space imaging, and a compact fisheye lens. To 

expand the beam directionality, the design (Fig. 2) redirects incident light from a 10  input 

angle to a 174  output by utilizing an imaging plane for beam divergence. 

The fisheye lens system employs a mix of spherical/aspherical lenses with fewer elements and 

varied glass types to reduce size and weight while optimizing image quality via aberration 

control. In the tracking unit, an object-space imager corrects spherical aberrations and aligns 

the MEMS mirror output with the fisheye lens image plane for precise reverse-path 

propagation. 

2.2.  Water surface model 

     Given the complexity of factors affecting water surface waves [19,20], deriving a universal 

descriptive model is difficult. In this study, the cnoidal wave model (assuming constant 

amplitude, frequency, and mean level) is used to simulate shallow water waves and assess their 

effect on the proposed method [21]. Although this assumption may not always hold due to 

environmental variations, it provides a practical approximation. Fig. 3 depicts the resulting 

wave shape and height. 

     As can be seen in Fig. 3, the cnoidal waves have a longer crest and wider trough than the 

sine wave. Besides, in cnoidal waves, various parameters such as elevation, length, and speed 

of wave propagation can be determined. Therefore, the cnoidal wave model can be used as a 

good model for simulating and studying the behavior of water-surface waves due to its 

simplicity and high accuracy [22]. Using Eq. (1), the cnoidal wave model can be modeled as 

follows [30]. 
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     where, ( , , )f x y t  is water surface elevation at a point with coordinates  ,x y , at time t ; H

represents wave height; h  denotes water depth; m is elliptic modulus parameter with values in 

range  0,1 ; g  is Earth's gravitational acceleration; w  is wavelength of water surface wave; 

and  K m ,  E m  and J  are respectively, complete elliptic integral of the first type, complete 



 

 

elliptic integral of the second type and Jacobi's elliptic function, respectively, calculated 

according to the elliptic modulus. 

3.  Proposed Method 

     As highlighted in [23], the absence of a unified multi-domain communication protocol poses 

a major challenge. To address this, we propose a novel covert, secure, and energy-efficient 

protocol integrating emerging technologies to ensure reliable, seamless data exchange across 

heterogeneous domains. Key implementation stages are outlined in Fig. 4 and elaborated in 

subsequent sections. 

3.1.  Calculating sparsity and determining the compression ratio 

     At this stage, the receiving unit continuously monitors the received data and calculates its 

sparsity according to Eq. (2) [17,18]. 
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     In Eq. (2), SX  represents the degree of data sparsity, while
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1
X  and

2

2
X  represent the 

squared 1 norm  and the squared 2 norm  of vector X , respectively. Furthermore, vector 

X  comprises the sum of the absolute values of the data received by the receiving unit.  

     Here, if the changes in data sparsity sensed are more than 50% , the receiver unit calculates 

and uses a new compression factor according to Eq. (3) [17,18] and the number of 

measurements calculated based on Eq. (4) [17,18]. If no specific compression ratio is specified, 

the receiving unit will employ the default setting. The number of measurements determining 

the compression factor is directly influenced by the sparsity of the received data. 
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     In Eqs. (3) and (4), CR  denotes the compression coefficient, DefaultCR  is the default 

compression coefficient, SX  represents the change of the sensed data sparsity, M  is the 

number of measurements and N  is the number of samples. 
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3.2.  Secure and lightweight sensing 

     In this step, data is sampled based on its information rate, requiring fewer measurements 

than dictated by Nyquist’s theorem. A sparse sub-Gaussian matrix, designed as in Eq. (5) 

[17,18] and built from a shared random kernel between authorized underwater and air nodes, 

ensures secure data acquisition while minimizing cryptographic computations. 
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     Here, when the value of ij  is zero, no encryption operation takes place, and when it is equal 

to k , the 
thj  underwater node/air node will display its 

thi  received data on the columns of the 

corresponding i  matrix to obtain its iY  measurement result. The result of iY  measurement is 

an encrypted message based on the i  matrix, and the eavesdropper is not able to read it; to 

recover it, the authorized underwater node/air node must have the matrix. 

3.3.  Detecting and tracking the target receiver 

     In this section, precise retroreflectors and a highly collimated laser beam are employed for 

passive sensing and localization. The transmitter, operating in discovery mode, emits a low-

power laser until it is reflected by a retroreflector at the target node, enabling its localization 

through reflected beam analysis [24]. Upon detection, the system switches to data transmission, 

repeating this cycle to maintain alignment despite node mobility. 

3.4.  Depth sampling 

3.4.1.  Determining the shape of the water surface 

     To sample the water surface shape, an array of 12 ultrasonic sensors with varying heights is 

used to balance accuracy, complexity, and cost. As shown in Fig. 5, these sensors are distributed 

around a central laser diode. To enhance sampling precision and avoid interference or 

inefficiency with short-wavelength waves, a compressed sensing approach inspired by fuzzy 

logic [25] and frequency-diverse sensors is employed. 

     The compressed sensing technique recovers sparse high-dimensional signals using fewer 

measurements by projecting them onto a limited set of vectors, capturing only key informative 



 

 

coefficients. This data-driven approach, guided by information content rather than the Nyquist 

rate, enables efficient sampling and discards irrelevant data. Its mathematical model is defined 

in Eq. (6) [17,18]. 

(6)          
1

. 1 1 : 1,12 1,sj sj i sjMin X S T Y M M N X N j i n          

     Here, 
jSY  is the vector of data sensed by sensor number j  after compressed sensing,

jSX   

denotes the vector of data sensed by 
thj  sensor number and i  is the measurement matrix of 

the the ith round. 

3.4.2.  Prediction of wave elevation 

     Since water surface waves are periodic, it is possible to reduce the latency caused by the 

measurement process by predicting the elevation of the water surface. Here, as multiple 

fundamental frequencies are assumed to exist in water waves, we use Auto Regressive 

Integrated Moving Averages (ARIMA) modeling to predict the water surface elevation [26]. 

ARIMA modeling is a method for predicting a value based on its past and present values and 

is obtained by combining the autocorrelation method with order p  with the moving average 

method with order q  and is calculated according to Eq. (7) [26,31]. 
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     where ty  is the observed value at time t , p  denotes the autocorrelation component, q  is 

the moving average component, iш  is autocorrelation coefficients, t  is the error value at time 

t  and t i   is the error value at time t i  . The value of t  is calculated according to Eq. (8) 

[26,31]. 

(8) t t ty y    

     Where ty   represents the predicted value at time t . Prediction of water surface elevation 

using the ARIMA model increases the efficiency by reducing the beam orientation time for 

faster waves.  

To enable real-time beam steering, data from 12 ultrasonic sensors (operating at different 

frequencies) is continuously collected and updated. For each sensor    , : 1,12 1,j iS j i n   , 

with  50,100n , the last n  samples are stored during the full wave sampling period (e.g., 5 
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seconds). Each sensor’s data is modeled as a time series; if non-stationary, it is stabilized via 

L times  differencing. ARIMA modeling is then applied by estimating the autoregressive 

order p , moving average order q , and autocorrelation coefficients iш  using autocorrelation 

function (ACF), partial autocorrelation function (PACF), and maximum likelihood. After 

training and validation, predictions from all sensors are averaged to estimate wave elevation 

and optimally time laser transmission. The results, compared to actual measurements (see 

Section 3.4.1), confirm the ARIMA model’s accuracy. 

3.5.  Reconstruction of the shape of the water surface 

     At this stage, the samples taken by the array of 12 ultrasonic sensors are reconstructed to 

produce a continuous water surface for each frame, so that the water elevation can be 

determined at different points. In recovering the sensed data, according to Eq. (9) [17,18], we 

use norm 1 to minimize the samples taken and find the sparsest solutions applicable to all the 

measurements. 
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     Here, if the number of samples ( N ) is more than that of measurements ( M ), we will have 

an infinite number of answers. Therefore, taking sparsity into account, we can choose the 

sparsest answer and optimally perform data recovery. 

3.6.  Calculation of the incidence point 

     In this section, utilizing the data obtained from the water surface reconstruction phase, we 

calculate the optimal light beam incidence point on the water surface (wave) to optimize the 

path of the refracted light toward the receiver. As illustrated in Fig. 6, for each possible point 

on the water surface (wave), we can determine the direction vector of the refracted light 

according to Snell's law and the direction vector from the incidence point to the receiver. 

Subsequently, employing the gradient ascent algorithm, we compute the optimal incidence 

point of the light beam on the water surface.    

     In Fig. 6, p represents the Snell parameter,   , , ,x y h x y  denotes the coordinates of the 

incident light's point of intersection with the water surface, r  is the direction vector of the 



 

 

refracted light, t  represents the direction vector from the point of intersection to the receiver, 

n  is the unit normal vector of the surface at the point of intersection, and   is the angle 

between the incident light direction vector and the surface unit normal vector. Here, we seek to 

find the point of intersection that minimizes the angle between r  and t ; therefore, our 

objective function is defined according to Eq. (10). In this context, the goal is to maximize 

Cos . 
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     In this equation,   represents the angle between r  and t ; rx  and ry  are the components 

of the unit vector r ; tx  and ty  are the components of the unit vector t ; t  denotes the 

magnitude of t ; m  is the incident light direction vector; , , 1
h h

x y

  
 

  
 represents the surface 

unit normal vector at the point where the incident light intersects the water surface (this vector 

is derived from the partial derivatives of Eq. (1) with respect to x  and y  at the point of 

intersection,   , , ,x y h x y ;   represents the angle between r  and n ;    is the angle 

between r  and m ; and 
 

Sin

Sin



 
 denotes the Snell parameter, which has been calculated 

according to Snell's law and the law of sines. Fig. 7 illustrates the optimization flowchart 

implemented using the gradient ascent method. 

     In the optimization process, for each new frame obtained from the data measured by the 

ultrasonic sensors, the optimal path of the beam entering the water is determined. To do so, in 

each repetition of the gradient ascent algorithm, first, the gradient of the target function (Cos

) is calculated concerningis calculated relative   . Then, using the chain law, the gradient of   

to the coordinates of the light-incidence point on the water surface, and finally, the gradient of 

the target function is obtained concerning the coordinates of the light-incidence point on the 

water surface. This work contributes to the step-by-step calculation of the gradients and 

considers the relationship between the dependent variables. Therefore, it is necessary to use the 

chain law here to calculate the gradient of the target function concerning the main optimization 
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variable, i.e., the coordinates of the light-incidence point on the water surface. As shown in Fig. 

7, in determining the optimal path of light entering water using the incremental gradient 

algorithm, we consider the learning rate (ñ ) as 0.01. This rate is determined in such a way that 

a proper balance is created between accurate learning from the training data and new data, 

preventing overfitting occurrence. At first, we consider an initial point ( InitialP ) called the initial 

incidence point on the water surface, then we try to find an optimal next point ( NextP ) using the 

algorithm. Pnext is a new value of the initial incidence point ( InitialP ), obtained by adding a small 

amount of the learning rate (ñ ). The inherent spatial and temporal continuity of water waves, 

coupled with the findings of optimization analysis, suggests that the new incidence point should 

be proximate to its predecessor due to the minimal deformation of the water surface between 

consecutive frames. Consequently, in this approach, we initialize the incidence point for each 

frame with the incidence point of the preceding frame. The process of adding a small amount 

of learning rate to the initial incidence point is repeated until the initial collision point value is 

changed to an optimal value. Here, at each step, the incidence point value moves in the direction 

of the gradient. In addition, we consider the accuracy tolerance (  ) to be 0.005  to ensure 

sufficient accuracy in performing calculations, making them close to reality. If the calculation 

accuracy ( e ) is less than the accuracy tolerance ( ), the target is met and the algorithm is 

stopped. Finally, after calculating the optimal incidence point (determining the value of FP ), 

we calculate the angle of entry of the beam irradiated into the water at this point ( ) according 

to Fig. 8. 

     For this purpose, since our primary focus is on the water surface and its shape at a specific 

moment, we can consider the surface function, with the aim of reducing problem dimensions 

and simplifying it, according to the model described in section 2.2 and without considering 

temporal variations, as shown in Eq. (11).. 

(11) ( )y f x   

     By calculating the first derivative of the surface function (Eq. (11)) at the incidence point (

FP ), the tangency point of the water surface can be calculated. Therefore, the slope of the line 

at the incidence point FP  is calculated according to the Eq. (12). 

(12)  
FPQ Pm f x   



 

 

     On the other hand, to calculate the hitting angle of the irradiated beam and water ( ), we 

need to calculate the slope of the line FSP  and the slope of the line MN . Here we can determine 

the slope of the FSP  line according to the Eq. (13). 
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     Besides, since the two lines MN  and PQ  are perpendicular to each other, the slope of the 

MN  line can be calculated considering Eq. (12) according to Eq. (14) as follows. 
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     Here, the incidence angle of the irradiated beam and water ( ) is calculated according to 

Eq. (15). 
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     In the calculations carried out here, it is assumed that the transmitter is in the air and the 

receiver is in the water, but if the places of the transmitter and the receiver are changed, we can 

oppositely solve the problem. 

3.7.  Stegnagraphy of communication and secure and lightweight data transmission 

     At this stage, after simultaneous compression and encryption of the data, according to the 

process described in steps 3-2, using a stealth modulator on the Amplified Spontaneous 

Emission (ASE) noise inherent in the optical channel, they become modulated and hidden. 

Then, in the next step, the stealth signal obtained using a Chirped Fiber Bragg Grating (CFBG) 

is dispersed in time and transmitted in the channel. In this technique, by reducing the power of 

the data carrier signal, the transmitted from the ASE noise data becomes indistinguishable. In 

this process, the security is dependent on CFBG parameters and the receiver needs to access 

these parameters to recover the signal containing data. The process steps are shown in Fig. 9. 

3.8.  Receiving stealth signal, dispersion in time, and decryption and extraction of original data 

     At this stage, after receiving the stealth signal by the air nodes network, the stealth signal is 

compressed in time by the compressor and separated from the ASE noise using a Stealth 

Demodulator. In the following, using a decryptor unit, the data is simultaneously decompressed 
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and used by the air nodes network in the form of original data. In Fig. 10, the described steps 

are shown. 

4.  Setting of simulation parameters 

To ensure consistency, both the proposed and SDVLN methods [27] were simulated under 

identical conditions using MATLAB R2024b and Zemax 2024 on a high-performance system. 

Nodes were randomly placed in dynamic air and water environments, with variable spatial 

positions and water surface levels influenced by environmental factors. The air-water link 

length was computed based on actual node positions and dynamic surface variations. It should 

be noted that the simulation parameters were set according to Table 2. 

5.  Analysis and evaluation of the results 

     In this section, we present the performance and security evaluation results of the proposed 

protocol compared to the SDVLN method [27]. The evaluation was conducted through 

computer simulations and mathematical calculations, considering metrics such as signal 

strength, transmission capacity, energy consumption, and signal-to-noise ratio of the recovered 

signal. 

5.1.  Signal power analysis and evaluation 

     In this section, we employ signal strength as a metric to evaluate communication quality. 

Eq. (16) [29] expresses how the received signal power is calculated based on variations in the 

divergence angle and line-of-sight distance between transmitter and receiver. 
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     In this equation, alP  is the power of the optical signal received by the receiver in dBm, veP  

represents the transmitter's optical power in watts, al  denotes the optical efficiencies of 

receiver, ve , indicates the optical efficiencies of transmitter,   is the angle between the 

perpendicular to the receiver plane and the transmitter-receiver projection in degrees, 0  

represents the beam divergence angle in degrees, D  is the receiver's diaphragm diameter in 

centimetres, d  denotes the line-of-sight distance between the receiver and the transmitter 



 

 

planes,     and     represent the absorption coefficient and scattering coefficient of pure 

seawater at wavelength  , respectively. 

     Fig. 11 (a) compares received signal strength versus beam divergence angle for the proposed 

protocol and SDVLN method [27], using a 10 m link and a 50 cm receiver diaphragm. 

     As illustrated in Fig. 11 (a), increasing the beam divergence angle reduces received signal 

strength due to defocusing, but this reduction is significantly lower using the proposed protocol 

compared to SDVLN [27] (28.16% less at 15  and 22.49% less at 45 ). Fig. 11 (b) shows that 

as the line-of-sight distance increases (at 5  divergence and 50 cm receiver aperture), photon 

scattering causes signal attenuation; however, the proposed method mitigates this effect, 

reducing degradation by 18.29% at 20 meters versus SDVLN [27]. The gentler slope in both 

figures confirms greater robustness and signal stability of the proposed approach under 

increasing divergence angles and distances, indicating superior performance and reliability. 

5.2.  Analysis and evaluation of transmission channel capacity 

     Channel capacity in a light-based communication system can be defined as the maximum 

error-free information transmission rate [28]. Here, channel capacity is a function of various 

factors, including the type and atmospheric conditions of the propagation environment, as well 

as parameters such as laser wavelength and power, modulation type, detector characteristics, 

distance and alignment between transmitter and receiver, and receiver diaphragm diameter [29]. 

In this research, in addition to the received signal power criterion, channel capacity has been 

employed as a key metric to evaluate the performance of the proposed protocol in comparison 

with the SDVLN method [27]. In the simulation, this metric was calculated based on Eq. (17) 

[29]. 
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     In this equation, C  represents the channel capacity in bits per second, B  is the electrical 

bandwidth of the photodetector in Hertz, q  is the elementary charge in Coulombs, S  is the 

sensitivity of the photodetector  in amperes per watt, FOV  is the field of view of the system in 

degrees,   is the bandwidth of the optical filter, FT  is the optical filter transmissivity, E  is 
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the downwelling irradiance, R  is the underwater reflectance of the downwelling, facL  is the 

factor that describes the directional dependence of the underwater radiance, K  is the 

attenuation coefficient, h  is the depth of the receiver, DI  is the dark current in nanoamperes, 

BK  is the Boltzmann constant, KT  is the temperature in Kelvin, F  is the noise figure of the 

system, and LR  is the load resistance of the photodetector in ohms. 

     Fig. 12 (a) shows that increasing the divergence angle reduces channel capacity 

exponentially due to optical signal defocusing. At a 10 m distance in pure seawater, a 1  to 30  

divergence increase leads to a 55.67% capacity drop. Nonetheless, the proposed method 

outperforms the SDVLN method [27] by 5.57%, thanks to its optimized optical design and 

content-aware sampling. 

     As depicted in Fig. 12 (b), increasing the receiver diaphragm diameter significantly boosts 

channel capacity. At a 10 m distance and 5  beam divergence, a 50-fold diaphragm increase 

yields a 4-fold capacity gain, enabling a 370 Mbps transmission rate due to enhanced photon 

reception. 

     As shown in Fig. 12 (c), increasing the transmitter-receiver distance reduces channel 

capacity due to greater photon scattering and attenuation. With a 5  divergence angle and 50 

cm receiver diaphragm, the proposed model consistently outperforms the SDVLN method [27] 

across varying distances. 

5.3.  The amount of used energy 

     Energy consumption serves as another crucial metric for assessing the proposed 

communication model's efficiency in this study. To compare the efficiency of our proposed 

communication model to the SDVLN method [27], we calculate energy consumption using Eq. 

(18) [18]. 

(18) sinUsage Usage Sen g Usage CommunicationE E E     

     In this equation, UsageE  represents the energy consumption of the communication model, 

sinUsage Sen gE  represents the energy expended for data sensing, and Usage CommunicationE   represents the 

energy expended for transmitting the sensed data. Here, the energy utilized for data sensing 

comprises the energy expended for original data acquisition, the energy used for compressing 



 

 

and securing the acquired data, and the energy consumed for background processing. Its 

calculation is determined by Eq. (19) [18]. 
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     This equation incorporates several key parameters to represent energy consumption. N  

signifies the number of samples involved. AcquisitionP  represents the total power consumed for 

data sensing, encompassing both the processor and sensor circuit power consumption. 

Instruction ExecutionT   represents the time required to execute a single instruction. MrdE  signifies the 

energy required to read a single bit of data from memory. M  denotes the total number of 

measurements performed. MulE  represents the energy consumed during a multiplication 

operation. AddE  signifies the energy consumed during an addition operation. MwrE  represents 

the energy required to write a single bit of data to memory. Finally, BackgroundP  represents the 

power consumed by the processor when inactive. Additionally, the energy consumption 

associated with transmitting the sensed data is calculated using Eq. (20) [18]. 
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     In this equation, three key parameters are denoted by TransmitT  , PulseE , and PW . TransmitT   

represents the time in seconds required to transmit a single bit of data. PulseE  represents the 

pulse energy measured in Joules, and PW  represents the pulse width in seconds. Fig. 13 

illustrates a performance analysis of the proposed communication model's energy consumption. 

This analysis considers a communication distance of 1 meter, a pure seawater environment, and 

a 2-millisecond activity interval. It also examines the effect of varying entropy levels with 

dynamic compression rates that adjust according to the degree of sparsity and entropy in the 

sensed data. The performance of our proposed model is compared to the SDVLN method 

introduced earlier [27]. 

     As depicted in Fig. 13, the proposed model reduces energy consumption compared to the 

SDVLN method [27], with a 7.63% improvement at an entropy level of 0.9150 Bits. This gain 
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is more pronounced at lower entropy levels, where the model operates in more steps. By 

leveraging entropy-aware sampling and adaptive compression based on data sparsity, the 

proposed model transmits fewer bits than SDVLN [27] for the same sensed data, resulting in 

lower transmitter energy consumption. 

5.4.  Security Analysis and Evaluation of the Communication protocol 

     In the present section, we investigate the security of the communication model against an 

intruder who tries to recover the stealth signal by guessing the ASE noise bandwidth parameter 

and CFBG scattering parameter. In this scenario, we presume that the intruder possesses the 

requisite analog signal processing tools, including a tunable bandwidth selector to identify the 

ASE noise bandwidth and a tunable dispersion compensator to compress the stealth signal. In 

line with Kerckhoffs's principle, a system's security hinges entirely on the secrecy of its key. 

As long as the encryption key remains confidential, even if an intruder gains access to the 

encryption scheme's details, they cannot decrypt the protected information.  

     In the proposed communication model, the system parameters used for implementation 

create a very large set of possible combinations of keys. These combinations are so many that 

they are practically considered semi-infinite. Here, the intruder needs to match its own ASE 

noise bandwidth ( Intruderv ) and CFBG dispersion parameter of its device ( IntruderD ) to the values 

used on the signal-masking transmitter side to disperse the stealth data, which is difficult. Here, 

if the bandwidth chosen by the intruder ( Intruderv ) is too narrow, its overlap with the correct 

ASE noise bandwidth ( Overlapv ) is not large enough to help signal recovery, but if this 

bandwidth is chosen too high, although the chance of overlapping is higher, a lot of additional 

noise will enter the recovered signal. Therefore, to check the usability of the stealth signal 

recovered by the intruder, using Eq. (21) [32], the SNR ratio of the signal recovered by the 

intruder ( IntruderSNR ), to the SNR of the signal recovered by the Legitimate Receiver ( MainSNR

), is quantified. 
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where CFBGv  is the bandwidth of the correct ASE noise carrying stealth data, spS  is the 



 

 

spectral density of the ASE noise, B  denotes the electric bandwidth of photodetector in amps 

per watt, nF  represents the amplification ratio of the electric amplifier in the photodetector, q  

is electron charge in coulombs, R  is responsivity of the photodetector, LR , denotes load 

resistance of the photodetector, KT  is the temperature in kelvin, and DDR  is dispersion 

recovery ratio whose value is calculated considering the intruder dispersion ( DIntruder ) and 

the correct dispersion of the CFBG (DCFBG) parameters according to the Eq. (22) [32]. 

(22) 

 

 

 

 

 

2

2

2

2

1

1

1 2
2

1

1

1

Intruder Overlap Intensity

Intruder CFBG

CFBG CFBG Intensity

CFBG Intruder Overlap Intensity

CFBG Intruder CFBG

CFBG CFBG Intensity

CFBG Intruder CFBG Inte

D e
When D D

D e

D D e
DDR When D D D

D e

D D e











 


 

    
  

 

   
2

2Intruder CFBG

nsity

When D D














   




  

Here, the result of the investigation shows that the overall success rate of the intruder for the 

simultaneous effective matching of the two parameters of ASE noise bandwidth and CFBG 

dispersion is about  102  . Therefore, given the fact that data is generally transmitted at a high 

rate over the channel, the intruder must recover the stealth signal exactly at the moment of 

receiving it. Since the intruder lacks prior knowledge, they have only a single attempt to guess 

the system parameters used to generate the real-time stealth signal. Even attempting a search 

algorithm to identify these parameters would be time-consuming, especially if the intruder 

relies on physical hardware. This vulnerability can be effectively mitigated by employing 

standard cryptographic pseudorandom number generators (CSPRNGs) and a pre-shared secret 

key. This approach ensures that the system parameters are updated for each transmitted data 

bit, rendering them unpredictable and significantly more difficult for an intruder to crack. 

6.  Conclusion and future work 

     In this research, we aimed to develop a secure and energy-efficient covert communication 

protocol focusing on multi-domain (air-water) communication challenges. The proposed 

protocol establishes a reliable connection between nodes deployed in both aquatic and aerial 

environments, while providing bidirectional and direct communication capabilities with 
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favorable transmission range and data capacity. To achieve this, our proposed model employs 

an entropy-based data sampling approach, followed by simultaneous compression and 

encryption tailored to the data's sparsity. Subsequently, we concealed the resulting output by 

modulating it onto ASE noise, and finally dispersed it in time using a chirped fiber bragg grating 

(CFBG) and transmitted it through an optical wireless communication link. 

     In the proposed protocol, we employed an array of ultrasonic sensors coupled with an 

ARIMA model for predicting water surface dynamics to adapt the communication link to water 

dynamics, enabling surface scanning, profile reconstruction, and optimal impact point 

determination. Here, we utilized an optimized optical system for target detection and light beam 

steering across an extensive 174-degree range. Furthermore, by implementing OOK pulse-

based modulation alongside laser diode switching, we significantly enhanced the data 

transmission rate while substantially reducing energy consumption. 

     In this research, we evaluated the performance and security of the proposed communication 

protocol based on specific metrics including received signal strength, channel capacity, energy 

consumption, and recovered signal-to-noise ratio, using computer simulations and 

mathematical calculations in comparison with the SDVLN method [27]. We demonstrated how 

the proposed protocol can enhance security, transmission capacity, and received signal strength 

while reducing energy consumption.  In this study, we conducted simulations at various entropy 

levels and for different numbers of measurements. It is evident that as the number of 

measurements increases and approaches the total number of samples, the reconstruction quality 

improves while simultaneously enhancing security and making unauthorized data recovery 

infeasible. 

     Here, this increase in quality, in the phase of reconstructing the shape of the water surface, 

will play a key role in increasing the accuracy of orienting the laser beam, causing the energy 

consumption to decrease while maintaining the reliability and bandwidth of the communication 

link. On the other hand, due to the increase of entropy by affecting the amount of information 

content and compression rate in the sampling phase, sensed data in the communication model 

with the same size as the sensed data in the SDVLN method [27] is transmitted with the lower 

number of bits and energy consumption compared to the SDVLN method [27]. 

     However, the proposed communication protocol, despite outperforming the benchmark 

SDVLN [27] method, incurs higher implementation and computational costs. Consequently, in 



 

 

future research, we intend to replace the current ultrasonic sensor array and optical system with 

a UV-A laser-based adaptive optical system, which will maintain data exchange capabilities 

while enabling various additional functionalities. These functionalities include detection, 

tracking, and reconstruction of the water surface profile, as well as optimal impact point 

determination, all of which will be integrated and implemented within the same system. This 

replacement will not only reduce implementation costs but also decrease the computational 

overhead. 
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Figure Captions 

Fig. 1 (a). Optical structure of the transmitter's tracking and transmission section. 

Fig. 1 (b). The optical structure of the transmitter's detection unit. 

Fig. 2. Increasing the direction range of light beams to a total viewing angle of 174°. 

Fig 3. Image of a cnoidal wave. 

Fig. 4. stages of the proposed covert communication model. 

Fig. 5. The placement of the laser diode and ultrasonic sensors in the array. 

Fig. 6. Calculation of the incidence point using the gradient ascent algorithm. 

Fig. 7. Calculation of the optimal path of light entering the water using the gradient ascent 

algorithm according to the chain rule. 

Fig. 8. The image of the calculation of the incidence angle of the radiated beam and the water 

surface. 
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Fig. 9. Secure and lightweight data transmission Communication and encryption process. 

Fig. 10. The process of receiving information, decrpting and spreading information. 

Fig. 11 (a). The graph of the received signal strength as a function of the divergence angle of 

the light beam. 

Fig. 11 (b). The graph of the received signal strength as a function of distance between the 

transmitter and the receiver 

Fig. 12 (a). Transmission channel capacity diagram versus divergence angle of a light beam 

variations. 

Fig. 12 (b). Transmission channel capacity diagram versus aperture diameter variations. 

Fig. 12 (c). Transmission channel capacity diagram versus variations of distance between the 

transmitter and the receiver. 

Fig. 13. Chart of energy consumption in the transmitter component at different levels of entropy 

and compression rate. 
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Fig. 1 (a). Optical structure of the transmitter's 

tracking and transmission section. 



 

 

 

 

 

 

  

 

Fig. 1 (b). The optical structure of the transmitter's 

detection unit. 
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Fig. 2. Increasing the direction range of light beams to a total 

viewing angle of 174  
 

  



 

 

 

 

 

 

 

  

 

 

 

Fig 3. Image of a cnoidal wave 
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Fig. 4. stages of the proposed covert communication model 
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Fig. 5. The placement of the laser diode and ultrasonic sensors in the array 

  

T
ra

n
sm

it
te

r 
(L

as
er

 D
io

d
e)

 

 
W

it
h

 C
o

o
rd

in
at

es
 (

0
, 

0
, 

0
)

 

 

U
ltraso

n
ic Sen

so
r S

j  

W
ith

 C
o

o
rd

in
ates (x

j ,y
j ,z

j ) 

 

 
 

  

 



 

31 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Calculation of the incidence point using the gradient ascent algorithm. 
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Fig. 7. Calculation of the optimal path of light entering the water using the gradient ascent 

algorithm according to the chain rule 
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Fig. 8. The image of the calculation of the incidence angle of the radiated beam and the water 

surface 
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Fig. 9. Secure and lightweight data transmission Communication and encryption process 
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Fig. 10. The process of receiving information, decrpting and spreading information 
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Fig. 11 (a). The graph of the received signal strength as a function of the 

divergence angle of the light beam 
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Fig. 11 (b). The graph of the received signal strength as a function of distance 

between the transmitter and the receiver  

 

  



 

 

 

 

Fig. 12 (a). Transmission channel capacity diagram versus divergence angle 

of a light beam variations. 
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Fig. 12 (b). Transmission channel capacity diagram versus aperture diameter 

variations. 

  



 

 

 

 

 

Fig. 12 (c). Transmission channel capacity diagram versus variations of 

distance between the transmitter and the receiver. 
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Fig. 13. Chart of energy consumption in the transmitter component at 

different levels of entropy and compression rate 



 

 

 

Table Captions 

Table 1. Experiment’s Assumptions.  

Table 2. Parameter settings in the simulations. 
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Table 1 

Experiment’s Assumptions. 

No. Assumption 

1. All data sensed by both underwater and aerial nodes are valid. 

2. Both aerial and underwater nodes are not stationary at a fixed location. 
3. The data acquired from aerial and underwater nodes are sparse in the linear-transform domain. 

4. The measurement follows a linear pattern. 

5. The number of measurements is equal to or more than twice the sparsity level of the sensed data. 

6. 
The measurement matrix satisfies the Restricted Isometry Property (RIP), enabling the accurate 

reconstruction of sparse or compressed data. 

7. The number of data sensed by the underwater node or aerial node is infinite. 

8. 
 The sparsity of the data acquired by underwater nodes or aerial nodes varies over time and across 

different data types. 

9. 
The sensed signals are uniformly distributed in the sparse signal space, and there is no prior knowledge 

of their informational content. 

10. The spatial frequency of water waves is sparse. 

11. 
The environmental conditions remain constant during the simulation period, and rapid changes in their 

status do not occur. 

12. 
Environmental characteristics are homogeneously distributed throughout the air and water 

environment. 

13. In the simulation, atmospheric effects (including humidity, air pressure, etc.) were disregarded. 

 
 
 

 

 

 

  



 

 

Table 2 

Parameter settings in the simulations 

Parameter 
Value 

Symbol Description 

B   Electrical Bandwidth of the Photodetector 100MHz  

0   Beam Divergence Angle 1 30to   

veP   Average Transmitter Optical Power 25mW  

h   Depth of Receiver 30m  

    Bandwidth of the Optical Filter 10nm   

al   Optical Efficiency of the Receiver 0.9   

FT   Optical Filter Transmissivity 0.5   

F   Noise Figure of the System 4   

E   Downwelling Irradiance 21440 /W m  

facL  
Factor Describing the Directional Dependence of the 

Underwater Radiance 
 2.5 Horizontally   

BK   Boltzman Constant 231.38 10 /J K   

AL  Ambient Light 450lx   

DefaultCR  Default Compression Ratio 0.8164  

DefaultSX   Number of Nonzero Coefficients (Default Sparsity Level) 17  

PW   Pulse Width 10ns  

AcquisitionP   Sensing Power Consumption 15.01mW  

SiPM BiasE   Usage Energy of SiPM Bias 25mW  

AddE   Energy dissipation for addition 3.3nj   

MulE   Multiplication Energy Dissipation 9.9nJ   

Active Listening Periodt   Active Listening Period 2.02s   

      Scattering Coefficient 11.3m
  

q   Elementary Charge 191.6 10 C    

DefaultM   Number of Default Measurements 209   

N   Total Number of Unknowns in RN 256   

BackgroundP   Background Power Consumption 9.6mW   

PulseE   Pulse Energy 0.12nJ   

sinArray Sen gE   Usage Energy of Array Sensing 623mW   

MrdE   Memory Read Energy Dissipation 0.26nJ   

MwrE   Memory Write Energy Dissipation 4.3nJ   

Instruction Executiont   Instruction Execution Duration 0.135 s   

      Absorption Coefficient 10.9m
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D   Aperture Diameter of Receiver 1 50cmto cm   

   
Angle Between the Perpendicular to the Receiver Plane and the 

Transmitter Receiver Projection 
0   

FOV   Field of View 40   

   Wavelength 320nm   

ve   Optical Efficiency of the Transmitter 0.9   

s   Sensitivity of the Photodetector 0.35 /A W   

LR   Load Resistance of the Photodetector 100   

DI   Dark Current 1.226nA   

R   Underwater Reflectance of the Downwelling Irradiance 1.25%   

KT   Temperature 290K   

i   Initial Beam Angle 5 dimin two ensions    

ñ   Learning Rate 0.01   

g   Earth's gravitational acceleration 29.8 /m s   

w   Wavelength of water surface wave 6.28m   

m   Elliptic modulus parameter 0.85   

H   Wave height 0.2m   
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