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Abstract- Wind energy plays a pivotal role in the transition to sustainable energy sources. This paper presents a 

robust control strategy, the Variable Gain Super Twisting Sliding Mode Control (VGSTA-SMC), applied at the 

maximum power point tracking (MPPT) level. VGSTA-SMC is designed to precisely locate the MPPT, maximizing 

wind energy extraction while enhancing tracking performance and system stability. The primary objective is to 

improve the performance of Doubly Fed Induction Generator (DFIG) wind turbines under sudden wind speed 

variations by reducing the chattering phenomenon, managing external disturbances, and addressing slow response 

issues. The effectiveness of the proposed control strategy is verified by comparing it with Third-Order Sliding Mode 

Control (TO-SMC) and Proportional-Integral (PI) control. Simulation results using MATLAB/Simulink demonstrate 

that the proposed method enhances resilience to wind speed fluctuations and system uncertainties, ensuring smooth 

and efficient operation. By overcoming the limitations of conventional control methods, this strategy supports the 

broader adoption of wind energy systems. The study underscores the potential of advanced control techniques in 

optimizing renewable energy systems. 
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1. Introduction 

Across the world, wind is now one of the most cost competitive energy sources [1]. A 

significant global challenge is emerging today in the realm of energy resources. It’s essential to 

recognize that wind power capacity may fluctuate annually, influenced by factors such as 

government policies, technological progress, and investment in the wind energy sector [2-3]. 

Figure 1 illustrates the global wind power capacity growth from 2001 to 2020. It doubled from 24 

GW to 59 GW by 2005, reached about 198 GW in 2010, and grew to over 433 GW by 2015. By 

2020, it surpassed 792 GW, highlighting the global shift toward sustainable energy sources [4-5]. 

The International Energy Agency (IEA) projects renewable energy capacity growth under 

three scenarios (see Figure 2): reference (3,500 GW by 2050), moderate (3,000 GW by 2030 and 

7,300 GW by 2050), and advanced (2,500 GW by 2030 and 11,000 GW by 2050), with the Net 

Zero by 2050 scenario showing the strongest growth [6]. This surge reflects rising workforce 

mailto:zoubir.boudries@univ-bejaia.dz
mailto:amrane_fayssal@univ-setif.dz
mailto:amrane_fayssal@univ-setif.dz
mailto:amranefayssal@gmail.com
mailto:hichem.itouchene@univ-bejaia.dz
mailto:itouchene.hichem21@gmail.com%20/


2 
 

demand, with about 600,000 skilled workers needed for global wind projects by 2027. Table 1 

from GWEC outlines expected capacity additions and training needs for construction, installation, 

and maintenance across ten countries and globally from 2023 to 2027 [7]. 

Electrical energy generation typically involves converting mechanical energy into electrical 

energy using generators [8]. The doubly-fed induction generator (DFIG) introduced in 1899, 

brought significant advancements to this field [9]. In wind energy conversion systems (WECS), 

DFIGs feature a distinct setup with the stator connected to the grid and the rotor linked via back-

to-back converters [10]. A key benefit of DFIGs is that they reduce the load on power electronic 

equipment to just 20% to 30% of total system power [11], as noted by [12-13]. Nevertheless, 

DFIGs require complex control due to their operation at both sub- and super-synchronous speeds, 

demanding accurate regulation of rotor voltages [12-15]. 

Sliding mode control (SMC) offers an effective alternative to the conventional proportional-

integral (PI) control method [16]. The latter is influenced by changes in machine parameters 

[17,18], leading to performance degradation. SMC excels in addressing this issue, offering 

robustness to parameter variations. However, one drawback of SMC is the phenomenon known as 

chattering (refer to Figure 3), which can introduce high-frequency oscillations into the control 

signal. Figure 4 illustrates the block diagram of a SMC system. 

The MPPT strategy has been a cornerstone of research in renewable energy initially 

developed for solar energy in the 1980s and successfully applied to wind energy as well. To 

optimize energy production, a range of algorithms has emerged [19], representing the ongoing 

evolution of strategies for maximizing power extraction from renewable sources. Typically, in 

WECS, MPPT techniques are utilized to harvest wind energy at its maximum potential [20]. 

Researchers have devised diverse control strategies centered around MPPT in WECS, including 

P&O [20], Artificial Neural Network Controller [18,21], adaptive neuro-fuzzy [22], fractional-

order PI controller (FOPI) technique [23], adaptive controller [24], and a hybrid approach 

involving Backstepping and LQR control [25]. Efforts have also been directed towards the rotary 

side converter, enhancing system performance through varied control methods. In [26], a robust 

control strategy for a fractional-order DFIG model in variable-speed WT is proposed. It employs 

a fractional-order Backstepping sliding mode controller to manage generator speed and currents 

while mitigating nonlinearities, disturbances, and uncertainties. A fractional-order-SM disturbance 

observer estimates disturbances, and Ant Colony Optimization tunes the controller. Simulations 
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show the method outperforms conventional Backstepping-SMC in robustness and power 

optimization. Additionally, ref. [27] introduces an adaptive fixed-time control strategy for MPPT 

in DFIG-based WES. The approach includes a fixed-time observer that estimates torque without 

wind sensors, allowing real-time optimal speed control. An adaptive sliding SMC ensures accurate 

speed tracking, maintaining robustness without prior disturbance knowledge. Stability and 

convergence are verified using Lyapunov analysis. In [28], a novel MPPT controller for DFIG-

based WECS combines sliding mode control with state and disturbance observers to achieve 

robust, fixed-time stability. It regulates stator reactive power and rotor speed, using a disturbance 

observer to manage uncertainties without requiring their bounds. The method avoids chattering 

and ensures stability via Lyapunov analysis, outperforming conventional finite-time approaches. 

However, it may face limitations due to the use of discontinuous Lyapunov functions, potentially 

affecting stability precision. Other innovative MPPT strategies include the MPPT-Fuzzy controller 

architecture [29] and the voltage-power (U-P) curve-based algorithm [30], developed for small-

scale turbines to improve control quality and reduce measurement dependency. This study, in 

contrast, applies the nonlinear VGSTA-SMC method to MPPT and evaluates its performance 

against the traditional PI controller. 

This study presents an MPPT control strategy for WES using the VGSTA control method, 

aiming to overcome the limitations of traditional controllers like PI and TO-SMC, especially under 

variable wind conditions. The VGSTA-SMC controller is designed to enhance performance by 

improving response time, reducing overshoot, and increasing power quality. Key improvements 

include better control of generated power, electromagnetic torque, grid-side currents, and reduced 

Total Harmonic Distortion (THD). Overall, it seeks to maximize power extraction and improve 

system durability under fluctuating wind speeds. 

The main contributions of this paper are: 

1- Proposing a novel VGSTA-SMC-based MPPT strategy for DFIG wind turbines, enabling 

efficient power extraction under varying wind conditions and enhancing energy conversion 

efficiency. 

2- Improved response time and minimized errors compared to traditional controls, resulting 

in faster adaptation to changes in wind speed. 

3- Applying the proposed control at the MPPT level to boost DFIG wind turbine performance, 

ensuring faster convergence and system stability. 
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4- Enhancing of the DFIG's ability to handle uncertainties and disturbances in the wind 

turbine system. 

5- Minimizing chattering by dynamically tuning gain parameters based on system states, 

unlike traditional SMC methods with fixed gains. 

The remaining part of this paper is organized as follows: Section 2 presents a detailed 

modeling of the WECS. Initially, the DFIG model and the mathematical model of the wind turbine 

are introduced. This section also covers MPPT with and without wind speed control, and separately 

models the applied PI controller, TO-SMC, and VGSTA-SMC controllers for MPPT, supported by 

illustrative diagrams. Section 3 provides analysis of performance indices to ensure the 

effectiveness of the proposed control strategy, which is observed through simulation results 

presented in section 4. Section 5 concludes the paper, presenting conclusions and future work for 

continuing research in this topic. Finally, the reported work is concluded. 

2. Wind energy conversion system modeling 

Modern wind turbines employ an advanced system to convert wind’s kinetic energy into 

electrical energy, as shown in Figure 5. The wind’s motion turns the blades, generating mechanical 

energy. This rotational energy is transferred through a shaft to a generator, where it is transformed 

into electrical energy via electromagnetic induction [2,8]. 

2.1. Modeling of DFIG 

After applying the Park transform, we obtain the rotor and stator voltages for the DFIG, 

additionally, the flux equations, as follows [25,31-34]: 
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The electromagnetic torque and the stator active/reactive powers are given by 
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2.2. Wind Turbine Modeling 

The wind is a stochastic variable [35], characterized by its direction and speed, which are 

influenced by factors such as location and climate conditions [36]. The expressions for the input 

power, mechanical power, and torque of the WT are given as follows [37, 38]: 
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The power coefficient 𝐶𝑝 can be described as [38]: 
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Using the previous equations, the WT diagram can be simplified, as shown in Figure 6. 

2.3 .  MPPT modeling 

MPPT is a control strategy that ensures that a WT operates at its maximum power point 

(MPP) under varying wind conditions. This is important because the MPP is the point where the 

wind turbine generates the most power for a given wind speed [39]. There are two main types of 

MPPT strategies: 

2.3.1. MPPT strategy without wind speed control 

To maximize wind energy extraction, the rotational speed of the turbine must be continually 

adjusted in response to wind speed variations [13]. The underlying principle of this control strategy 
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is to maintain a turbine rotational speed that ensures an optimal speed ratio λ=λopt. The block 

diagram in Figure7 illustrates the principle of MPPT control for the wind turbine without rotation 

speed feedback. The electromagnetic torque reference is determined based on an estimated wind 

speed, which is derived from the control of mechanical rotational speed [39, 40]. This value, 

expressed by equation (10), can be inferred from equations (11), (12), and (13). 
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2.3.2. MPPT strategy with wind speed control 

The MPPT method aims to improve the efficiency of the WECS by maximizing wind power 

extraction through rotor speed control. This is achieved by adjusting the electromagnetic torque to 

maintain the desired rotor speed, as specified by the MPPT strategy. In this control scheme, the 

WT's torque is considered a disturbance and is compensated accordingly [12, 41]. A fundamental 

diagram of this control approach, incorporating wind speed regulation, is derived based on 

following equations. 
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To ensure optimal MPPT system performance, rotor speed is controlled using three main 

techniques: PI, TO-SMC, and VGSTA-SMC. Each method offers a unique strategy for enhancing 

tracking efficiency. The controller gains depend largely on the generator’s internal mechanical 

characteristics [35, 42–43]. The linear PI controller is illustrated in Figure 8, while the nonlinear 

TO-SMC and VGSTA-SMC controllers are shown in Figures 9 and 10, respectively. Under ideal 

conditions, the electromagnetic torque matches its reference value, independent of the generated 

power. This reference torque is determined by the speed controller to ensure the rotor speed tracks 

its desired value. 
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2.3.2.1 MPPT Algorithm based on PI-Controller 

The reference electromagnetic torque is provided as follows [20]: 
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The standard form of the PI controller transfer function (TF) is represented in the Laplace 

domain in equation (5). This equation describes how the output of the PI controller depends on the 

error signal and it’s integral over time [44-45]. 
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Where: ,P iK K : are the proportional and integral gains, respectively, and S is the Laplace 

variable representing the frequency domain. 

2.3.2.2 MPPT Algorithm based on TO-SM Controller 

The third-order sliding mode controller (TO-SMC) is a robust and powerful control approach 

widely recognized for its effectiveness in system regulation and the simplicity of its algorithm. It 

serves as an alternative to traditional linear and nonlinear control methods, addressing the primary 

limitations associated with conventional SMC, particularly the chattering phenomenon. The TO-

SMC control methodology is defined by the following equations [46]: 

          _ 1 2 3. dtem TOSMC g g g gT M e sign e M sign e M sign e  Ω Ω Ω Ω   (20) 

Where:   ge ref

g g  Ω  

The tuning constants 21,M M , and 3M are used to improve the performance of the TO-SMC method. 

The TO-SMC controller scheme is presented in Figure 9. 

2.3.2.3 MPPT Algorithm based on VGSTA-SM Controller 

2.3.2.3.1 Problem Statement 

Let us examine a linear time-invariant system subject to a nonlinear perturbation 
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  ,x Ax B u x t    (21) 

The system's internal state and control input are represented by vectors 
nx R and

mu R , 

respectively. Assuming B has full rank, (A, B) is controllable, and the disturbance function is 

bounded, a linear state transformation can be applied. 
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The system described in equation (21) is in the regular form. 

1 11 1 12 2h A h A h   

 2 21 1 22 2 1 2, ,h A h A h u h h t     
 (23) 

Where ( )

1

n mh R  and 2

mh R . The system's structure allows us to focus exclusively on the single-

input scenario (m=1) without loss of generality, as the results can be easily extended to the multi-

input case [46]. The sliding surface is defined accordingly: 

2 1 0e h h     (24) 

As a result, when the motion is restricted to the manifold, the simplified order model accurately 

represents the system. 

 1 11 12 1h A A h    (25) 

The desired performance can be achieved. As the pair (A11,A12) is controllable, the matrix 𝛼 can 

be designed using any suitable linear control design technique for system (25). Using (h1,e) as state 

variables and applying the controller 

    21 22 11 12 1 22 12u A A A A h A A e v            (26) 

The system (23) is expressed in the following form 

 1 11 12 1 12h A A h A e    (27) 

 1 1, ,e v h e h t      (28) 

When the perturbation is constrained by a known function   x  a 1st-SM can be enforced by a 

variable-gain controller 

   ,x t x    (29) 

    0v x sign e      (30) 



9 
 

With 0 0  , the primary limitation of this controller is the chattering effect, which becomes more 

pronounced as the uncertainty bound  x increases. To address this issue, a Lyapunov-based 

design for the STA is proposed, incorporating linear terms and variable gains to mitigate the 

drawbacks of the conventional STA. These enhancements are essential, as the geometric and 

homogeneity-based proofs of the standard STA cannot accommodate such modifications [46]. The 

control law of the VGSTA can be expressed as: 

       _ 1 21 2

0
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t

em VGSTA g gT t X F e t X F e dt       (31) 
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When the gain α3 = 0
 
and α1, α2 are constant, the control algorithm simplifies to the classical 

STSMC, ensuring finite-time convergence and robustness against bounded disturbances. 

Introducing α3 >0
 
allows the algorithm to handle linearly growing perturbations with respect to 

the sliding variable, while variable gains α1 and α2 enhance robustness against state-dependent 

disturbances, reduce chattering, and maintain system stability [46, 47-48]. Such adaptability is 

particularly valuable in managing uncertainties from factors like wind speed variations, turbulence, 

and changes in generator parameters, can be expressed as follows: 
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(35) 

With:  2 ,t x and  1 ,t x , are continuous and well-defined functions. 

Where g1(h1,e,t)=0, under the condition e=0 assumption (A3) implies that the uncertainty or 

disturbance  ,x t remains bounded almost everywhere. The system described by equation (28), 

governed by the VGSTA as shown in equation (31), can be formulated as: 
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The algorithm is outlined in the theorem below: 

Theorem. Let    1 2t, x 0, t, x 0    be continuous functions for which the inequalities (35) 

hold. Then, for any initial condition       1 00 , 0 , 0h e h  the sliding surface e=0, will be reached 

in finite time, provided that the variable gains are chosen as specified in [49]. 
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2.3.2.3.2 Lyapunov Stability Analysis. 

The time required to reach the sliding surface can be approximated by the following:  
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Proof of Theorem: The proof of Theorem 1 will be conducted using a strict Lyapunov function 

for the subsystem of equation (36). We will demonstrate that the quadratic form 
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For any positive constants 0  , and 0 the function serves as a Lyapunov function for the 

subsystem  0,e h in equation (36), ensuring finite-time convergence. Function (39) is positive 

definite, continuous, and differentiable except on   2

0, | 0S e h R e   . The inequalities in 
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equation (35) can be expressed using bounded functions      1 1 1 1, , ,g h e t t x W e and 

     2 1 2 2, ,
d

g h t t x W e
dt

 for some functions    1 1, t, xt x   and    2 2, t, xt x    these 

relate to  1 ,W e and  2W e . By noting that    2 1 1.W e W W e   , these properties can be used to prove 

the desired results. 
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For each point 2R S‚ where this derivative exists, the derivative of ( )V x can similarly be 

computed as follows: 
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Using ⋆ to denote symmetric elements, by choosing P as defined in equation (41) and the gains as 

specified in (equation 37), we obtain 

   

 

2

1 1 2 1 2

2

2 1 1 2

2 4 2 2 4 4 2
2  

2 4 2 , 2
Q I

   

  

            
   
           

å
 

  2

1 1 2

1 2

2 4 4 2 4 2

2 , 2

          
  

     

å
 

 

 

(45) 

This is positive definite for all possible values of (t,x), demonstrating that 
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Observe that the trajectories cannot remain within the set   2

0, | 0S e h R e  

Consequently; V behaves as a continuously decreasing function, allowing us to deduce that the 

equilibrium point  0, 0e h  is achieved in finite time from any initial condition. Given that the 

solution of the differential equation 
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It follows that     0,e t h t converge to zero in finite time, reaching this value no later than the 

time specified in equation (38). This concludes the proof of Theorem. 

3. Analysis of performance indices 

The controller's performance is evaluated using four criteria: Integral of Absolute Error 

(IAE), Integral of Squared Error (ISE), Integral Time Absolute Error (ITAE), and Integral Time 

Square Error (ITSE). These metrics provide a quantitative evaluation of the controller's 

performance [33, 50]. 
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4. Simulation results 

The validity of the presented WECS modeling and the effectiveness of the proposed control 

strategy applied to MPPT are evaluated using MATLAB/Simulink software. The parameters for the 

turbine and DFIG are provided in Table 2 and Table 3, respectively [51]. 

4.1 Test1: mechanical characteristics of MPPT algorithms 
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This test analyzes the performance of an MPPT algorithm under dynamic wind speed conditions. 

Figure 11 presents simulation results examining 𝐶𝑃 and TSR of a WT over time under varying 

wind speeds (random and step changes, shown in Figure 11(a-1) and (a-2)).  

The power coefficient (Cp) indicates the energy conversion efficiency of a WT. The maximum 

value is achieved at a blade pitch angle β and an optimal tip speed ratio λopt   (Figure 11(1)), 

corresponding to the MPPT condition [52]. Since Cp depends nonlinearly on both TSR and β [53], 

its behavior varies accordingly (Figure 11(3)). Figure 11(b-1) and (b-2) show Cp over time, 

consistently reaching Cp-max =0.48 despite variations in wind speed [54,55]. Figure 11(c-1) and 

(c-2) illustrate how TSR varies over time under changing wind speeds. Figure 11(2) presents a 3D 

plot of Cp versus TSR and β, indicating that the peak Cp occurs at 𝜆𝑜𝑏𝑡 = 8.1 and β = 0° [19, 33], 

though this may not be optimal under all conditions. As shown theoretically in Figure 11(1), 

aerodynamic limitations cap the efficiency, with the Betz limit setting a maximum 

Cp =(16/27) ≈0.59. The MPP varies depending on β; each blade pitch angle corresponds to an 

optimal TSR at which Cp is maximized, highlighting a trade-off between pitch and efficiency. 

While lower pitch angles can produce higher Cp at specific TSR values, they may be less adaptable 

under changing conditions. Thus, β selection should reflect the turbine’s operational environment. 

The red circle marks a region of high efficiency, though not necessarily the absolute MPP. Figure 

12 illustrates simulation results showing how rotational speed, aerodynamic torque, and power 

output relate—underscoring the need to optimize for peak efficiency. 

The power versus rotational speed curve at various wind speeds shows a consistent parabolic 

shape, similar to the torque curve (Figure 12, right). Both power and torque increase with rotational 

speed up to a peak, indicating the optimal operational speed for each wind condition. The red 

circles mark these maximum values, where the turbine extracts substantial energy. Figure 12 (left 

curve) also identifies three operating modes: sub-synchronous (below optimal speed with high 

torque but poor energy conversion), synchronous (at peak power and maximum efficiency), and 

super-synchronous (above optimal speed with reduced torque and efficiency). This highlights the 

importance of maintaining operation within the optimal speed range for efficient power generation. 

4.2 Test2: Performance of MPPT Algorithm 

The objective of the test is to evaluate the effectiveness of various MPPT algorithms, 

considering both scenarios with/without wind speed control. The aim is to ascertain the precision, 
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efficiency, and cost-effectiveness of each algorithm. Figure13 illustrates the simulation outcomes 

for generator speed and electromagnetic torque, distinguishing between cases with (depicted by 

blue line) and without (depicted by red line) wind speed. 

The simulation results in Figure 13 show that MPPT with wind speed control (blue line) is more 

accurate and efficient than MPPT without it (red line), leading to increased power generation and 

better overall system efficiency. However, MPPT without wind speed control offers the 

advantages of simplicity and lower implementation costs, relying on continuous adjustments of 

the WTs operating point for MPPT. In the generator speed curve, the speed increases rapidly in 

super-synchronous mode (above the synchronous-speed of 1500 rpm, indicated by the red dashed 

line) when wind speed is measured, reaching a peak of about 2045 rpm at 0.35 second. Conversely, 

it decreases significantly to a minimum of 340 rpm at 0.75 seconds, entering sub-synchronous 

mode (below the synchronous-speed). Table 4 highlights the clear advantages of MPPT with Wind 

Speed control. Here, the generator operates optimally, with high accuracy and efficiency, leading 

to superior system performance. Despite the associated higher costs, this approach stands out for 

its superior performance. Conversely, MPPT without wind speed control may exhibit suboptimal 

generator operation and moderate performance metrics, but its appeal lies in its simplicity and 

lower implementation costs, presenting a viable and economical alternative. In essence, the 

decision between these scenarios entails a careful balancing act between performance metrics and 

cost considerations. 

4.3. Test 3: MPPT's Influence on Mechanical Power Output 

To assess the impact of MPPT on mechanical power output, theoretical results are presented, 

and their accuracy is verified through simulation (Figure14). This study aims to evaluate how 

MPPT algorithms affect the efficiency, stability, and overall performance of WT in generating 

mechanical power. To understand the relationship between mechanical power and wind speed, the 

following formula is provided [54]: 

if : 
minv v    0tP v    

if : 
min Bv v v      2 31

. . . . ,
2

t p optP v R v C    
 

if : 
B Cv v v     2 3

_ max

1
. . . .

2
t pP v R v C  (55) 
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if : 
C nv v v      2 31

. . . . ,
2

t p optP v R v C    
 

if : 
maxnv v v     _ maxt tP v P   

In WECS, the turbine output power versus wind speed relationship is typically categorized into 

four distinct regions (Figure14 on the right) [19,38,54]. 

 Phase 1 (before point A): When the wind speed is below the cut-in speed, the wind system 

is not connected to the electrical grid but maintains a minimum rotor rotation speed by 

adjusting the pitch angle before reaching the cut-in wind speed (point A). In this phase, the 

system operates in standby mode, awaiting an increase in wind speed. 

 Phase 2 (A-B): When the wind speed exceeds the cut-in speed, the wind system is 

connected to the electrical grid, and the mechanical power increases with the wind speed. 

However, the rotor rotation speed remains at a minimum because the wind speed is still 

low. Consequently, the Cp is not at its maximum value. In this phase, the pitch angle is 

controlled at zero. 

 Phase 3 (B-C): The MPPT is achieved in this phase by adjusting the rotor rotation speed 

based on the variation in wind speed to maintain the optimal speed ratio λ opt. This ensures 

obtaining the Cp-max. The rotor rotation speed varies proportionally with the wind speed.  

 Phase 4 (C-D): At point C, the rotor speed reaches the rated value. Subsequently, this speed 

is controlled to its rated value and kept constant to avoid mechanical disturbances and noise 

in the WT. Therefore, λ is not at the optimal value, and the Cp is lower than in phase (B-

C). The WT maintains the optimal pitch angle until the mechanical power reaches the rated 

value. 

 Phase 5 (D-E): The wind speed is significant, and the WT's mechanical power output is 

controlled to the rated value to prevent over current in the power converters and overload 

in the entire drive train by adjusting the blade pitch angle. 

 Phase 6 (E-F): Beyond a permissible maximum speed, energy production is halted by 

(placing the wind turbine in β=0) to prevent deterioration of the wind turbine and the 

production system. 

To confirm the validity of the previously analyzed theoretical results, simulation results from the 

MATLAB/Simulink environment (Figure14 on the left) were presented, showing how the power 
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output of a WT varies with wind speed. Both curves demonstrate a similar trend of increasing 

power output with increasing wind speed. Wind turbines operate in four main regions based on 

wind speed. In Region I (very low wind speeds below 3 m/s), the turbine blades cannot overcome 

inertia, resulting in zero power output. In Region II (low wind speeds 3 m/s to 7 m/s), the wind is 

strong enough to spin the turbine but generates minimal power, increasing slowly with wind speed. 

Region III (medium wind speeds 7 m/s to 12 m/s) is the optimal range for power generation, where 

the turbine spins rapidly, and power output increases significantly, known as the MPPT region. 

Region IV (high wind speeds above 12 m/s) poses a risk of turbine damage, so the blades angle to 

shed wind, reducing power output in the cut-out region, determined by the cut-out speed. 

4.4 Test 4: Performance Evaluation of VGSTA-SMC-MPPT Algorithm  

This test presents a comparative performance analysis of three control algorithms for WTs 

operating under variable wind speeds. The simulation results (Figure 15) evaluate the turbine, 

gearbox, and electromagnetic torque to assess the VGSTA-SMC algorithm’s effectiveness in 

response speed and torque management. 

The curves illustrate how turbine torque varies over time. The PI controller regulates turbine 

torque to ensure stability and optimize power generation, adjusting to changing wind conditions. 

Meanwhile, TO-SMC enhances performance by improving the convergence rate, ensuring higher 

accuracy in tracking the desired torque, and mitigating the chattering effects commonly associated 

with lower-order-SMC strategies. This adjustment and responsiveness are reflected in its torque 

curve. On the other hand, VGSTA-SMC, known for its robustness, effectively handles 

nonlinearities and disturbances. As observed in its turbine torque curve under varying wind speeds 

(top left of Figure 15), VGSTA-SMC demonstrates a smoother torque curve and closely tracks the 

desired output due to its faster adaptation to changing wind conditions. These results in more 

consistent power generation compared to the PI controller and TO-SMC. The upper-right curve 

depicts the gearbox torque, which closely resembles the aerodynamic torque curve but with a lower 

amplitude. Therefore, the gearbox torque can be considered a representation of the aerodynamic 

torque, and the following relationship can be written: /g tT GT  The curve showed in the bottom 

of Figure 15 represents the electromagnetic torque output from the turbine generator (DFIG), 

which converts mechanical torque from the blades into electrical power. Similar to the turbine 

torque curve, the PI controller causes more fluctuations and ripples in electromagnetic torque 
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during wind speed changes. In contrast,  

TO-SMC and VGSTA-SMC controls produce smoother torque curves, which potentially lead to 

more consistent power generation. 

Table 5 summarizes these findings. However, the proposed control unit also exhibits certain 

weaknesses, as identified through curve analysis. These weaknesses include the need for careful 

parameter tuning to achieve optimal performance, which can be time-consuming and require 

expertise in control theory. Additionally, compared to PI control, VGSTA-SMC may be more 

complex to implement due to its non-linear nature. This complexity can increase computational 

requirements, making it less suitable for resource-constrained systems. Furthermore, VGSTA-SMC 

is sensitive to the initial conditions of the system. If not selected carefully, these conditions may 

cause the system to fail to converge to the desired sliding surface, a limitation also observed with 

TO-SMC. 

4.5  Test 5: Performance Evaluation of the Proposed Control Strategy for DFIG Under 

Variable Parameters 

In this test, the parameters of the DFIG were deliberately altered by reducing the values of 

both the stator and rotor inductance by 10% of their rated values. This modification was 

implemented to assess the effectiveness and performance of the VGSTA-SMC strategy applied to 

the RSC. The proposed strategy's performance was evaluated in comparison to the TO-SMC and 

PI control methods. The simulation results, illustrating the active and reactive power responses, 

are depicted in Figure 16. 

Simulation results confirm that the VGSTA-SMC strategy effectively tracks reference 

signals and maintains strong performance despite parameter variations in the DFIG. In contrast, 

the PI controller shows significant performance degradation, as seen in the distorted active and 

reactive power curves in Figure 16. Compared to TO-SMC, VGSTA-SMC displays reduced 

oscillations, addresses conventional method limitations, minimizes chattering, and ensures 

smoother control with finite-time convergence—without requiring higher-order sliding surface 

derivatives. Both VGSTA-SMC and TO-SMC outperform the PI controller, with VGSTA-SMC 

achieving the lowest IAE and ISE values (Table 6), indicating higher precision. While TO-SMC 

offers smoother responses and better disturbance rejection (lower ITAE and ITSE), VGSTA-SMC 
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remains the most robust and efficient method. Table 7 further compares this proposed technique 

with other recent control methods, reinforcing its effectiveness. 

The proposed VGSTA-SMC control strategy offers a robust solution for improving the 

performance of DFIG-WT. It enhances stability and efficiency under varying wind conditions by 

effectively handling disturbances and wind speed fluctuations. Compared to traditional PI 

controllers, VGSTA-SMC reduces chattering and offers faster dynamic responses. It enables 

accurate MPP tracking, boosting energy capture. The strategy also improves the turbine's ability 

to deal with system uncertainties. However, its complexity and higher implementation cost may 

limit its applicability in cost-sensitive scenarios. Additionally, its performance depends on factors 

like pitch angle control and TSR, which may not always be optimal. While effective, VGSTA-

SMC requires further refinement to simplify implementation and enhance adaptability. Future 

research should focus on optimizing control parameters and reducing system complexity. 

Conclusion 

        This paper proposes a robust control strategy for Maximum Power Point Tracking (MPPT) 

in DFIG wind turbines using the Variable Gain Super Twisting Sliding Mode Control (VGSTA-

SMC) method. This approach significantly enhances energy conversion efficiency by enabling 

effective power extraction under variable wind profiles. Compared to TO-SMC and PI control, 

VGSTA-SMC offers faster adaptation to changing wind speeds—crucial for maintaining optimal 

turbine performance. The application of VGSTA-SMC at the MPPT level improves the handling 

of uncertainties and disturbances in the WT system. Simulation results validate its effectiveness in 

reducing chattering and managing external disturbances more efficiently than TO-SMC methods, 

demonstrating VGSTA-SMC’s advantages in enhancing DFIG performance under varying wind 

conditions. 

Nevertheless, VGSTA-SMC faces certain challenges, such as sensitivity to initial conditions, 

limited adaptability, and relatively high control effort, which can lead to increased energy 

consumption and potential wear on control components. To overcome these drawbacks, future 

research should focus on enhancing robustness and adaptability through hybrid control 

techniques—such as combining VGSTA-SMC with Fuzzy-Logic, Neural Networks, or Integral-

Backstepping. Additionally, the use of optimization algorithms like Grey Wolf Optimization 

(GWO), can fine-tune control gains for improved performance. Further advancements may include 
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integrating multilevel converters to enhance power quality, as well as exploring advanced 

converter topologies and fault-tolerant designs with optimized LC/LCL filters for better grid 

compliance. Experimental validation is essential to confirm practical feasibility. Moreover, 

combining wind systems with other renewable sources (e.g., solar, storage) and leveraging 

intelligent optimization strategies can contribute to cost-effective, stable, and efficient renewable 

energy generation under diverse operating conditions. 

Nomenclature 

A- LIST OF ACRONYMS 

DFIG Double fed induction generator 

WT Wind Turbine 

IEA International Energy Agency 

C&I Construction and Installation 

O&M Operation and Maintenance 

GWEC Global Wind Energy Council 

OT Optimal Torque 

HCS Hill ClimbingSearch 

U-P Voltage-Power  

IAE Integral of Absolute Error 

ISE Integral of SquaredError 

ITAE Integral Time AbsoluteError 

ITSE Integral Time Square Error 

IFOC Indirect Field-Oriented Control 

RSC Rotor-Side Converter 

GSC Grid-Side Converter 

WECS Wind Energy Conversion System 

WES Wind Energy System 

MPPT Maximum power point tracking 

TSR Tip Speed Ratio 

THD Total HarmonicDistortion 

PI ProportionalIntegral 

SMC Sliding Mode Control  

STA Super TwistingAlgorithm 

ANNC Artificial Neural Network Controller 

FOPI Fractional-Order PI Controller 

FOSMC Fractional Order Sliding Mode Controller 

DSC-RBF-NN Direct speed Control radial basis function neural network 

AFTISMC Adaptive fixed-time integral sliding mode control 

OTC Optimal Torque Control 

CRONE French abbreviation : Commande Robuste d’Ordre Non Entier 

SOSMC Second order sliding mode controller 

TO-SMC Third order sliding mode controller 

VGSTA Variable Gain Super Twisting Algorithm 

GWO Grey Wolf Optimization 

B- LIST OF SYMBOLS 

sd sqV andV   V  Stator direct and quadrature (or transversal) voltage components 

rd rqV andV   V  Rotor direct and quadrature (or transversal) voltage components 

sd sqand    Wb  Stator direct and quadrature (or transversal) flux components. 
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rd rqand    Wb  Rotor direct and quadrature (or transversal) flux components. 

s rand    /rad s  Stator and rotor pulsations 

 s rR and R     Stator and rotor Resistance 

 s rL and L   H  Stator and rotor inductance 

M   H  Magnetizing (mutual) inductance. 

 sd sqI and I   A  Stator direct and quadrature (or transversal) current components. 

 rd rqI and I   A  Rotor direct and quadrature (or transversal) current components. 

S      Slip 

emT   .N m  Electromagnetic torque 

rT   .N m  Load torque 

rΩ   rpm  Mechanical speed 

tΩ   rpm  Wind turbine speed 

tf   1N.m.S
 Viscous  friction coefficient 

J   2Kg.m  Total inertia 

 s sPand Q   W &Var  Stator active and reactive powers 

vP   W  Wind turbine power 

R   m  Blade radius 

nP      Number of blades 

P      Number of Pole pairs 

G      The gain of the gearbox 

v   /m s  Wind speed 

opt      Optimal Tip speed ratio (TSR). 

   3Kg.m  Air density 

    deg  Pitch angle 

pC      Power coefficient 

p maxC       Maximum power coefficient 
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Table.1 

Country 
Onshore Wind Offshore Wind total 

Installations 

(MW) 

Training Needs 

 (# of technicians) 

Installations 

(MW) 

Training Needs  

(# of technicians) 
People 

Australia 7,625 6,624 0 0 6,624 

Brazil 16,000 12,308 0 0 13,308 

China 300,00 219,622 64,000 29,693 249,315 

Colombia 2,250 694 0 0 694 

Egypt 3,550 3,017 0 0 3,017 

India 21,300 27,653 20 697 28,350 

Japan 3,800 3,355 848 1,758 5,113 

Kenya 550 574 0 0 574 

South Korea 1,000 820 2,299 1,630 2,450 

USA 55,000 71,742 11,858 5,751 77,493 

Total Ten Contries 411,075 346,409 79,025 38,529 385,938 

Global 551,475 499,481 123,018 74,694 574,175 

 

Table.2 

R = 35.25 m Blade radius 

np = 3 Number of blades 

G = 90 Gearbox ratio 

J = 103 Kg.m2 Inertia 

fr = 0.0024 N.m.S-1 Viscou friction coefficient 

V= 12 m/s Rated wind speed 

Table.3 

Pn = 1.5 Mw Rated power 

Vr = 225 V Rotor rated voltage 

Vs /Us = 389/690 V Stator rated voltage 

In = 1900 A Rated current 

f = 50Hz Stator rated frequency 

Lm = 13.5 mH Mutual inductance 

Ls = 13.7 mH Stator inductance 

Lr = 13.6 mH Rotor inductance 

Rs = 12 mΩ Stator resistance 

Rr = 21 mΩ Rotor resistance 

P  = 2 Number of pole pairs 

 

Table.4 

 

 

 

 

 

 MPPT Strategy 

With Wind Speed Control Without Wind Speed Control 

Speed Generator Operates at optimal values May not perates at optimal values 

Electromagnetic Torque Operates at optimal values May not perates at optimal values 

Power Generation Increased Decreased 

Accuracy High Moderate 

Response Time Fast Slow 

Overshoot Low Moderate 

Efficiency High Moderate 

Operation Stability Stable Unstable 

Cost High Low 

Wind Speed Sensor Not required Not required 
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Table.5 

 MPPT Methods 

VGSTA-SM Controller TO-SM Controller PI Controller 

Adaptability High Moderate Low 

Stability High Moderate Moderate 

Complexity High High Low 

Chattering Very Low Low High 

Performance Under 

Disturbances 
Excellent Good Moderate 

Tuning Difficulty High High Low 

Precision Very High High Moderate 

Overshoot Neglected (2%) Low (10%) Remarquable (70%) 

Respense Time Fast Moderate Low 

 

Table.6 

 MPPT Methods 

VGSTA-SM Controller TO-SM Controller PI Controller 

ITSE (Ps) 3.955*107 4.081*107 11.53*107 

ITSE (Qs) 3.162*107 2.58*107 7.58*107 

IAE (Ps) 2549 2561 9465 

IAE (Qs) 2230 2252 8320 

ITAE (Ps) 1964 1972 6937 

ITAE (Qs) 1900 1921 7498 

ISE (Ps) 1.153*108 1.159*108 3.97*108 

ISE (Qs) 4.641*107 4.276*107 11.17*107 

 

Table.7 

Reference Paper MPPT Technique Response Time (s) Static Errors (%) Set-Point Tracking Generator 

[25] LQR Fast (--) Little (--) Good DFIG 

[45] CRONE Fast (0.0012) Low (0.3) Good DFIG 

[55] OTC Medium (0.02488) --- Good PMSG 

[56] SOSMC Fast (0.002) --- Good DFIG 

[57] AFTISMC --- Moderate (0.0751) Good --- 

[58] DSC-RBF-NN Fast (0.004) --- Good DFIG 

Proposed method VGSTA-SMC Fast (0.001) Little (0.4) Very Good DFIG 

                 (---) No data is available. 

 


