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Abstract 

This paper proposes a novel method based on histogram shifting using signed digits for data hiding. Our proposed 

method takes the prediction errors obtained from the original image using a 4×4 block-wise prediction. Then, we embed 

the information in the prediction errors of the image using the histogram shifting technique. A crucial point regarding 

the embeddable data in this method is that we divide the binary stream into equal parts of two, three, or four bits. For 

each two, three, or four-bit digit, we consider a numerical equivalent using the approach described in this paper. 

Subsequently, based on each of the signed digits, assigned floating numbers are used to represent the embeddable 

information instead of the binary stream. Experimental results for a sample image, "Airplane", with four-bit data 

segmentation demonstrate an outstanding embedding capacity of 825,080 bits and a PSNR of 33.87 dB, indicating that 

our proposed scheme achieves a remarkably high embedding capacity while maintaining an acceptable visual quality. 
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1. Introduction 
 

Authentication and safeguarding digital multimedia content and information have gained immense 

importance in today's world, and their significance continues to grow. In recent years, the concealment of 

data in digital multimedia has provided researchers with a vast field of study. With the digitization and 

networking of various customer services like administrative tasks, medical affairs, and authentication, the 

secure transfer of confidential information has become crucial. Data hiding can generally be categorized 

based on different criteria. It can be classified as non-blind, blind, or semi-blind data hiding, depending on 

the receiver's dependence on the original image, the lack thereof, and the utilization of data and parameters 

for information extraction [1]. 

Furthermore, we can base the classification on the type of confidential data stored in digital content, such 

as audio, images, or text. Additionally, data hiding techniques can be categorized as robust, fragile, or semi-

fragile based on the resilience of the watermark or embedded data against intentional or unintentional attacks 

[1]. Besides the mentioned classifications, other categorizations consider the domain of data hiding in 

multimedia (spatial or frequency domain) and the reversibility of the original image after extracting the 

embedded data (reversible or irreversible data hiding). In light of these classifications, we can define our 

method in this paper as follows: it belongs to the spatial domain reversible data hiding technique, utilizing 

the histogram shifting technique. We classify it as blind data hiding because it does not rely on data and 

parameters and original image for data extraction. 
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Additionally, it falls into the category of fragile and non-robust when facing intentional attacks. Considering 

these characteristics and features, we can effectively employ this method in applications like content 

integrity verification and identity authentication. Notably, in the spatial domain of digital images, two of 

the most prominent data-hiding techniques are difference expansion (DE) [2,3,4,5] and histogram shifting 

(HS) [6-31], known for their high data embeddability and the algorithms' reversibility. 

In 2003, the reversible data embedding method based on difference expansion was initially proposed by 

John Tian [2]. Since then, researchers have extensively utilized this technique and developed various 

schemes and approaches in recent years. In 2007, Todi and Rodriguez [32] introduced a method for 

reversible data embedding and concealment using prediction-error expansion (PEE). Since then, researchers 

have extensively utilized this technique with other base techniques for various schemes in recent years 

[6,24,31, 33-35]. In 2017, Jung [35] presented a data embedding method employing the PEE technique. 

Initially, Jung divided the image into non-overlapping 1×3 blocks, predicted the maximum and minimum 

values within each block, and then performed data embedding and image recovery using the PEE technique. 

Jung's method embeds two bits of data for every three pixels. Specifically, Jung 's approach exhibits a 

maximum embedding capacity of 2/3 of the total pixels in the images.   

In 2006, Ni et al. [7] introduced the concept of reversible data hiding based on histogram shifting. 

Subsequently, numerous researchers have developed methods and schemes utilizing this technique to 

achieve high embedding capacities (EC) [8,13,16]. In the recent years, researchers have also obtained 

significant results by leveraging prediction error histogram shifting [9-12, 14-31]. In 2009, Tsai et al. utilized 

linear prediction to increase the embedding capacity [11]. Hu et al. employed cascading block-wise 

prediction to enhance the embedding capacity. They divided the original image into 4×4 or 5×5 blocks and 

embedded data in the original image prediction error based on their prediction model [14].  

Furthermore, in 2020, Chang et al. achieved high embedding capacity while preserving visual image quality 

by utilizing cascading block-wise prediction and signed digits [19]. 

In 2021, Hu et al. [29] proposed a novel Convolutional Neural Network (CNN)-based prediction approach 

by luminously dividing a grayscale image into two sets and applying one set to predict the other set for data 

embedding. The proposed CNN predictor is a lightweight and computation-efficient network with the 

capabilities of multi receptive fields and global optimization. This CNN predictor can be trained quickly 

and well by using 1000 images randomly selected from ImageNet. Furthermore, they proposed a two stages 

of embedding scheme for this predictor. Their experimental results showed that the CNN predictor can make 

full use of more surrounding pixels to promote the prediction performance. Furthermore, in the their 

experimental way they  showed that the CNN predictor with expansion embedding and histogram shifting 

techniques can provide better embedding performance in comparison with those classical linear predictors. 

In 2024, Lu et al. [31] proposed an Optimized Convolutional Neural Network-based Predictors (OCNNP) 

technique that increased the zero-valued points in predicted images, significantly enhancing the embedding 

capacity. Additionally, they introduced a novel Lower Surround Background Complexity (LSBC)-based 

Prediction Error Expansion (PEE) method, which refines the sorting of prediction errors for data embedding, 

thereby reducing image distortion and improving overall embedding performance. 

This paper proposes a data-hiding method using histogram shifting, signed digits, floating numbers, and a 

4×4 cascading block-wise prediction. Initially, we use cascading block-wise prediction to calculate the 

prediction errors from the host image. Then, the binary stream data undergoes a two-step transformation 

(first transforming binary bits into signed digits and then converting signed digits into floating numbers). 

We embed these transformed data into the prediction errors of the image using histogram shifting. 

Experimental results demonstrate that our proposed method achieves an exceptionally high embedding 

capacity and maintains good image quality, considering the amount of embedded data compared to previous 

methods. We organize the remaining sections of this paper as follows: Section 2 presents the proposed 

method, Section 3 provides the experimental results and corresponding discussions, and finally, Section 4 

presents the conclusions. 

 

2. Proposed scheme 
In this section, we first introduce the proposed encoder and decoder model. Then, we examine the strategy 

of assigning signed digits to the binary stream. In the following, we describe the proposed prediction 

scheme, and at the end of this section, we describe the scheme of data embedding, data extraction, and 

recovery of the original image and end with an example. 
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2.1. Proposed encoder scheme 
 

According to Fig. 1, the details of our proposed scheme are presented, which we will describe. In the first 

step in the transmitter or encoder, the prediction (Pr)  is taken from the host image (Px) based on the cascade 

prediction of the proposed scheme. In the second step, the prediction error (d), (the difference between the 

original image and the image prediction function) is calculated. Next in the third step, data embedding in 

the image prediction error is done based on the histogram shifting scheme. Then, in the fourth step, we 

obtain the stego image from the sum of the prediction function of the original image and the embedded 

prediction error. The stego image is initially based on floating numbers, Finally in the fifth step, by placing 

the assigned key, the final stego image is obtained. It is noteworthy that the stego image based on the floating 

number on the receiver or decoder side helps to recover the original image prediction. For this reason, the 

image sent to the receiver is a stego image based on floating numbers.  

 

 

 

2.2. Proposed decoder scheme 

 
According to Fig. 2, in the first step on the receiver or decoder side, by placing the assigned key, the main 

stego image from the stego image based on floating number is obtained. In the second step, we recovery the 

original image prediction function from the stego image based on floating number. In the third step, the 

embedded prediction error (dnew), from the difference between the main stego image and the original image 

prediction function is calculated. Then in the fourth step, based on the histogram of the prediction error 

(dnew), we first extract the floating numbers stream and convert it into a binary stream with two conversion 

steps. In the fifth step, the embedded pixels of prediction error (dnew) are returned to their first state. Also, 
the non-embeddable pixels shifted in the transmitter before the data embedding step to separate the 

embedded pixels from the non-embedded pixels are returned to the first state. In this step, the prediction 

error of the original image is recovered. In the final step, we obtain the original image (Px) from the sum of 

the prediction function of the original image (Pr) and the recovered prediction error (drec).     

 

 

 

2.3. Strategy of assigning code to a binary stream  
 

In general, in stego images, the PSNR value of the stego image expresses the quality, clarity and fidelity of 

the marked image compared to the original image. The larger the PSNR size, the better the quality of the 

image, and the resolution of the image will be at an acceptable level. In examining the dependence of  PSNR 

in marked images, two factors cause PSNR reduction in images after data embedding, first data embedding 

in embeddable pixels, second the shift of unembeddable pixels equal to the maximum data size in the stream 

of embeddable secret data, which is used to avoid overlap between embedded and non-embedded pixels and 

separate them from each other. For example, in embedding the binary stream data (101000010)2 binary data 

of "0" will not cause any change in embeddable pixels; even, if their number is huge, they only play a role 

in occupying the embedding capacity. The binary data of "1" creates change by one unit in the embeddable 

pixels after embedding, if the number of 1's in the binary stream is high, after embedding all of them in the 

host image, it will cause extensive changes in embeddable pixels as a result cause  distortion in  the image 

visual quality and as a result reduce the amount of PSNR. Also, a one-unit shifting in non-embeddable pixels 

helps reduce their PSNR. In the method of this paper, which uses the method of signed digit, the effect of 

this data on reducing or increasing the PSNR of the image has been carefully examined, and the results of 

relevant experiments prove and confirm this effect in increasing or decreasing PSNR, which we will review 

and analyze. In the method of the paper, we assume that "Sbi"  is a stream of numbers of binary and this 

stream is supposed to be converted from binary numbers to signed digit. 

 

 

Fig. 1  Proposed encoder flowchart 
 

 

Fig. 2  Proposed decoder flowchart 
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In Fig. 3, n2, n3, and n4 respectively show the size of the division of this stream of binary data in 2-bit binary 

digit, 3-bit binary digit, 4-bit binary digit format.  In general, as the size of n increases, the image embedding 

capacity increases by the same amount according to the method used in the paper. The interpretation of this 

can be expressed according to Eq.1. ECNEW is the new embedding capacity (using the proposed signed digit 

stream), which is directly related to n. ECOLD is the embedding capacity (using a normal binary data stream) 

using the same prediction function and prediction error used in our proposed method. 

 

 

 

 

 

For example, if the maximum embedding capacity in the cover image is 200,000 bits, if we use  signed digit 

of two-digit, the new capacity will be 400,000 bits. If we use signed digit of three-digit, the embedding 

capacity will be 600,000 bits. By using signed digit of four-digit, we will achieve a capacity of 800,000 bits. 
With the same procedure, for larger n, the embedding capacity will increase and this increase will be 

accompanied by the loss of PSNR. In allocating the signed digit in the method of this paper, we have to say 

that this general rule is the same for 2-bit, 3-bit, and 4-bit binary numbers or binary numbers with more bits. 
For brevity, we refer to assigning the code to 3-bit digits of the binary data stream. 

(100,111,011,011,111,110,111,110,000,111,001,001,000)2 data stream which is divided into 3 bits to 

allocate the marking bits. According to the size of n, we separate the above binary data stream as 3 bits. So, 

based on conversion Table 1, data conversion code allocation is done.  

In general, we can prevent the reduction of PSNR in an image after data embedding by using the data 

transform strategy. In first step, we reduce the size of data stream by converting bits of data stream into 2-

bit, 3-bit, 4-bit or n-bit units. Subsequently we convert the  2-bit, 3-bit, 4-bit or n-bit units to signed digit. 

This data conversion helps to increase the embedding capacity in the image. However, when addressing the 

reduction of PSNR, we need to address two tasks: 

1. Which digit should we use for 2-bit, 3-bit, 4-bit or n-bit units allocation in bit stream? 

2. Which mechanism should we employ based on the repetition of these digits in the binary stream?  

After conducting experiments and analysis, we have reached a general conclusion. We can interpret the 

scenarios mentioned in Table 1 as follows: In cases 1 and 2, there is no difference in the assigned codes for 

signed digits. The maximum changes in embeddable pixels after data embedding is +7 or -7 units. Moreover, 

to separate the embeddable pixels from the non-embeddable pixels, we will have a shift equal to the 

Maximum positive and negative numerical size of the allocated code to a binary stream. Specifically, for 

cases 1 and 2, we will shift +7 units to the right for positive pixels and -7 units to the left for negative pixels. 

In the conducted experiments on several standard test image for sample, "airplane" image, the data was 

embedded according to cases 1 and 2, resulting in a PSNR of approximately 35.75 decibels. 

Furthermore, in cases 3 and 4, the assigned codes for generating the signed digits are the same. Based on 

the encoded information, the maximum producible distortion during data embedding in embeddable pixels 

will be -4 units for case 3 and +4 units for case 4. On the other hand, for distinguishing embeddable pixels 

from non-embeddable ones, we will have a shift in the image's histogram based on the maximum absolute 

numerical values of positive and negative digits in the assigned code stream. For case 3, this shift will be 

+3 units to the right for positive pixels and -4 units to the left for negative pixels, as illustrated in Fig. 4. 
Similarly, for case 4, this shift will be +4 units to the right for positive pixels and -3 units to the left for 

negative pixels, similar to Fig. 4.  

In our experiments on a standard image sample "Airplane", we embedded the data using cases 3 and 4, 

which improved image quality after embedding compared to cases 1 and 2 when using the encoded data 

arrangement. The PSNR value obtained was 39.5 dB. According to Table 1, the code allocation arrangement 

for cases 3 and 4 is more suitable than for cases 1 and 2. 

By considering cases 3 and 4 as the codes for the signed digit stream and taking into account a statistical 

parameter, namely the data repetition, we aim to achieve better results in terms of PSNR for the stego  image. 

Additionally, in case 5, the data comprises the same information as in cases 3 and 4, but their arrangement 

has been modified based on their repetition in the binary bit stream. Let us now delve into the analysis. 

(1)  
NEW OLDEC EC= ×n

Fig. 3  Strategy of to convert binary stream to signed digit stream 

 

Fig. 4  illustration of  non-embeddable pixel shifting and data embedding in embeddable 

pixels  for (n=3) 
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Within the 3-bit binary data stream (000, 001, 010, 011, 100, 101, 110, 111)2, we calculated the number of 

occurrences for each 3-bit code in the binary stream. Subsequently, we assigned the least impactful data 

code, in terms of its marginal effect on image distortion, based on the descending order of repetition during 

the embedding process. 

Through experiments on a standard image sample "Airplane" with an embedding capacity of 206,270 bits, 

we determined the repetitions of the binary codes of  000, 001, 010, 011, 100, 101, 110, and 111. We present 

the repetition counts in Table 2. 

As shown in Table 2, binary code 110 has the highest repetition  in the binary data stream, while binary 

code 010 has the lowest. Consequently, we initially assigned code 0 as the least impactful data regarding 

image distortion to the binary digit 110 and code -4 as the most impactful data to the binary digit 010. The 

remaining codes are allocated to suitable binary digits based on their influence on image distortion, 

considering their repetition. 

In continuation, using signed-digit pattern of the case 5, we achieved a PSNR of 39.96 dB in the standard 

"Airplane" image, indicating an improvement compared to the signed-digit pattern of the case 3 or case 4. 

Similarly, we define signed digits by n=2  for the bit stream (10, 01, 11, 01, 10, 11, 11, 11, 10, 11, 11, 10, 

00, 01, 11, 00, 10, 01, 00, 00)2, as shown in Tables 3 and 4.  

Likewise, for the bit stream (1001, 1101, 1011, 1111, 1011, 1110, 0001, 1100, 1001, 0000)2, we define by 

n=4 signed digits, as presented in Tables 5 and 6. 

 

2.4. Proposed cascading block-wise prediction scheme  
 

Fig.5 and  algorithm 1 and algorithm 2 illustrates that we initially divided the original image into 4x4 blocks. 

In each block, we select the pixel P33 as the reference pixel, and by replacing it with P22, P24, P42, and 

P44, we obtain the prediction matrix of the proposed method presented in this paper. Finally, the difference 

of the original image is taken from the prediction matrix, which leads to the prediction error of the original 

image. The critical point is that according to the characteristics of the prediction function in the method of 

this paper, in each block of the image, 0.75 of each block finds the ability to embed information. 

 

 Fig. 5  Prediction method to calculate prediction error  
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2.5. Data embedding 
 

According to the proposed method in this paper, the data embedding process in the original image consists 

of the following steps. Here, the binary data stream is divided into a certain number of bits, considering a 

value of 3 to create the signed digit stream. The embedding steps follow the same procedure for the binary 

data stream with n = 2 and n = 4. 

Input: The original image (Px)  and  the converted secret data (S) 

Output: The marked image (Pxnew) 

Step1: Conversion of binary data  stream “S” with two conversion steps to floating number data stream 

Step2: Calculation of the prediction function of the original image (Pr) based on our Proposed method (Fig. 

5) 

Step3: Calculation of the prediction error of the original image (d) according to Eq. (2) 

 

(2)  

Step 4: Based on the data in the signed digits (maximum positive and negative values in the signed digits), 

according to Tables (2, 4, 6), we shift the non-embeddable pixels related to the prediction errors of the 

original image based on those values. Please refer to equations (3-5). 

 

(3)  
 

  

new

d +1          if    zero point > d > peak point
for(n = 2)  d =

d - 2          if  - zero point < d < peak point



 

 

(4) 
new

d +3         if  zero point > d > peak point
for(n= 3)  d =

d - 4         if  - zero point < d < peak point





 

 

(5) 
new

d +7          if  zero point > d > peak point
for(n = 4)  d =

d - 8          if  - zero point < d < peak point





 

 

Step5: Embedding the floating number stream data in embeddable pixels Eq. (6) 

 

 

 

(6) 
new new

new

new

d + S       if  d = 0
for(n = 2)&(n = 3)&(n = 4)    d =

d              otherwise





 

 

Step6: The sum of the embedded prediction error (dnew) with the prediction of the original image (Pr) 

 

(7) 
xnew new rP = d +P  

Step7: Replacing signed digit instead of the floating number and finally creating the stego image 

 

Fig. 4 shows a representation of the non-embeddable pixel shifting and the embedding of signed digit stream 

in embeddable pixels. 

 

2.6. Data extraction and original image recovery 
 

According to the method of this paper, the steps of data extraction  and original image recovery for n=3 are 

performed as follows. These steps are the same for n=2 and n=4. 

 

Input: The marked image (Pxnew) 

Output: The extracted secret data (S) and the recovered original image (Px)    

x rP Pd  
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Step1: Calculation of the prediction function of the original image (Pr) and the stego image (Pxnew) from the 

stego image based on the floating number 

Step2: Calculation of the prediction error of the stego image (dnew) according to Eq. (8)   

 

 

 

(8) 
new xnew rd = P - P  

  

Step3: The extraction of embedded data and the two-step conversion of that data into a stream of binary 

bits for n=2, n=3, and n=4 are the same. For example, the extraction method for the signed digit with n=3 

is performed according to Eq. (9). For the signed digit with n=2 and n=4, the extraction method is done in 

the same way. 

 

 

 

 

Step 4: The prediction error recovery of the original image (drec) for the signed digit with n=3 is done 

according to Eqs, (10) and (11).  

 

 

 

 

 

 

 
(9) 

 

new

new

new

new

new

new

     0           if      d = 0 

     1            if      d = 1 

     2           if      d = 2

     3           if      d = 3
S = 

   -1           if      d = -1

  - 2           if      d = - 2

  - 3     new

new

  

      if      d = - 3

  - 4           if      d = - 4















 

 

 

 

 
(10) 

 

new

new new

new new

new new

rec new new

new

     0                 if      d = 0 

     d -1         if      d =  1  

     d - 2        if      d =  2

     d - 3        if      d =  3

d =      d +1       if      d = -1

     d +2      i

  

new

new new

new new

new

f      d = - 2

     d +3       if      d = - 3

     d +4       if      d = - 4

     d                     otherwise
















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(11) 
       

rec rec

rec

rec rec

d -  3               if     zero point > d > peak point
d =

d +4               if   - zero point < d < peak point





 

 

Step5: The sum of the recovered prediction error (drec) with the prediction of the original image (Pr) 

according to Eq. (12). 

 

 

(12) 
x rec rP = d +P  

 

Fig. 6 shows a representation of data extraction from embedded pixels and the inverse shifting of non-

embedded pixels. 

 

2.7. Example of the proposed scheme 

 

This section provides an example of the data embedding process based on the proposed method in this paper. 

we follow the procedure depicted in Fig. 7 and take the following steps: 

Firstly, the procedure begins with obtaining the prediction error from the original image using the suggested 

cascading block-wise prediction. After shifting the non-embeddable pixels, we embed the secret data into 

the remaining embeddable pixels. In this example, we set the length of the signed digit stream to n=3. In 

the first step, we transform the binary bit stream (100,111,011,011,111,110,111,110,000,111,001,001)₂ into 

signed digits (-3 -2 -1 -1 -2  0 -2  0  2 -2  1 1) sd based on n=3 using Table 2. Then, in the second step, the 

signed digit stream is converted into a floating number stream (0.401  0.714  0.381  0.366  0.711  0.655 

0.761   0.689   0.066   0.715   0.102   0.179)fn using Eq. (15). The data embedded in the embeddable pixels 

of the image prediction error is the same stream of floating number data, then the embedded prediction error 

is added to the prediction of the original image, the result is a marked image with data content of floating 

numbers. If we replace the embedded floating data with the equivalent of the signed digit according to 

Eq.(16), we will get the final marked image result. 

 

 

 

 

 

 
 

 
(13) 

 

 

 

 

0 i

0.1 i

sd fn

0.2 i

0.3 i

     0 < β < 0.1                if   S = 1  

  0.1< β < 0.2              if   S = -1       
(data) to (data)  

  0.2 < β < 0.3              if   S = - 2

  0.3 < β < 0.4              if   S = 0










 

 

 

Fig. 6  illustration  of data extraction from embedded pixels and reverse shifting of non-embedded 

pixels for (n=3) 

 

Fig. 7  Example of  data embedding 
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(14) 

 

 

i 0

i 0.1

fn sd

i 0.2

i 0.3

   S = 1                 if      0 < β < 0.1

   S = -1               if   0.1< β < 0.2      
(data) to (data)

   S = - 2              if   0.2 < β < 0.3

   S = 0                if   0.3 < β < 0.4





 




 

 

 

 

 

 

 
 
 

 

 
 

(15) 

 

 

 

 

 

 

 

0 i

0.1 i

0.2 i

0.3 i

sd fn

0.4

       0 < β < 0.1                if   S = 2  

    0.1< β < 0.2              if   S = 1       

   0.2 < β < 0.3              if   S = - 4

   0.3 < β < 0.4              if   S = -1
(data) to (data)

   0.4 < β < 0.


i

0.5 i

0.6 i

0.7 i

5              if   S = - 3

   0.5 < β < 0.6              if   S = 3

   0.6 < β < 0.7             if   S = 0

   0.7 < β < 0.8             if   S = - 2















 

 

 

 
(16) 

i 0

i 0.1

i 0.2

i 0.3

fn sd

i

    S = 2                 if      0 < β < 0.1

    S = 1                 if   0.1< β < 0.2      

    S = - 4              if   0.2 < β < 0.3

    S = -1               if   0.3 < β < 0.4
(data) to (data)

    S = - 3


0.4

i 0.5

i 0.6

i 0.7

              if   0.4 < β < 0.5 

    S = 3                if   0.5 < β < 0.6

    S = 0                if   0.6 < β < 0.7 

    S = -2              if   0.7 < β < 0.8 














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(17) 

 

 

 

 

0 i

0.05 i

0.1 i

0.15 i

sd fn

         0 < β < 0.05             if   S = - 2  

    0.05 < β < 0.1            if   S = - 4       

      0.1< β < 0.15           if   S = -6

    0.15 < β < 0.2            if   S = 2

      0.2 < β

(data) to (data) 

0.2 i

0.25 i

0.3 i

0.35 i

0.4 i

0.4

< 0.25           if   S = -1

    0.25 < β < 0.3            if   S = - 8

      0.3 < β < 0.35           if   S = 7

    0.35 < β < 0.4            if   S = 0

      0.4 < β < 0.45           if   S = - 5

    0.45 < β 5 i

0.5 i

0.55 i

0.6 i

0.65 i

0.7

< 0.5            if   S = 3

      0.5 < β < 0.55           if   S = -7

    0.55 < β < 0.6            if   S = 6

      0.6 < β < 0.65           if   S = 4

    0.65 < β < 0.7            if   S = 5

      0.7 < β < 0.7 i

0.75 i

5           if   S = 1

    0.75 < β < 0.8            if   S = - 3


























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(18) 

 
 

i 0

i 0.05

i 0.1

fn sd

    S = - 2                if       0 < β < 0.05                 

    S = - 4                if  0.05 < β < 0.1                     

    S = -6                if    0.1< β < 0.15            

(data) to (data) 

i 0.15

i 0.2

i 0.25

i

    S = 2                 if   0.15 < β < 0.2              

    S = -1                if    0.2 < β < 0.25           

    S = - 8               if   0.25 < β < 0.3              

    S = 7                 if   0.3

i 0.35

i 0.4

i 0.45

  0.3 < β < 0.35            

    S = 0                 if   0.35 < β < 0.4               

    S = - 5               if     0.4 < β < 0.45            

    S = 3                 if   0.45 < β < 0.5             

 i 0.5

i 0.55

i 0.6

i

   S = -7               if     0.5 < β < 0.55           

    S = 6                 if   0.55 < β < 0.6              

    S = 4                 if     0.6 < β < 0.65             

    S = 5                 if   0 0.65

i 0.7

i 0.75

.65 < β < 0.7            

    S = 1                 if     0.7 < β < 0.75            

    S = - 3               if   0.75 < β < 0.8             



























 

 

 

 

To convert the signed digit stream into a floating number stream or vice versa, Eqs (13-18) are used during 

the embedding and extraction steps, depending on the length of the n- bit units ( n=2 or n=3 or n=4) to create 

signed digit. To extract data and recover the original image, we follow the procedure depicted in Fig. 8 and 

take the following steps: 

Firstly, we replace the stego image matrix, which contains the embedded data based on the floating number 

stream, with the equivalent signed digit stream. Subsequently, we receive the marked image at the receiver's 

side. Then, we obtain the prediction error from the marked image using prediction recovery. Based on the 

obtained prediction error, which includes the embedded data, we extract the data from the embedded pixels 

in the first step. We restore the non-embeddable pixels that were shifted at the sender's side to their initial 

state through an inverse shift in the second step and we obtain the prediction error of the original image. 
Finally, we recover the original image by adding the recovered prediction error of the image to the image 

prediction function. 

 

 

 

3. Experimental results 

 
All of the experiments were implemented on Matlab R2016a on Windows 10. Standard images with various 

textures and dimensions of 512×512 with gray scale were selected from [38] and [39] to conduct the 

experiments, as illustrated in Fig. 9. Also KODAK dataset [40] is considered which contains 12 images in 

bmp image file format with size of 768×512 were selected as test images, see Fig. 10. Peak Signal-to-Noise 

Ratio (PSNR) and Structural Similarity Index Measure (SSIM) and Mean Square Error (MSE) were applied 

to compare the performance quality of the proposed algorithm with related methods, whose formulas are 

shown in Eq. (19) and Eq. (20) and Eq. (21) and Eq. (22) and Eq. (23) and Eq. (24).  

 

Fig. 8  Example of  data extraction and original image recovery 

 



12 

 

 

(19) 

 

2

10

255
PSNR = 10×log  (dB)

MSE
 

 

(20) 
H W

2

i=1 j=1

1
MSE = × (P(i, j) - P (i, j))

H ×W


 

(21) 
α β γSSIM(P,P )= [l(P,P )] ×[C(P,P )] ×[S(P,P )]

where α = β = γ = 1

     

(22) 2 2

2× p× p +c
l(p, p )=

p ×(p ) +c





 

(23) 

p p

2 2

p p

2δ δ +c
c(p, p )=

+ +cδ δ





  

(24) 

 

p p

p p

δ +c
s(p, p )=

δ δ +c





  

3.1. Performance of the proposed scheme  
 

Based on the analysis of the curves depicted in Fig. 11, the bar chart in Fig. 12 and Fig. 13, and the data 

presented in Table 7 and Table 8, we observe a direct relation between the embedding Capacity and the 

number of bits n used for creating the signed digit. Generally, for n=2, the embedding capacity is twice that 

of the typical case using an embeddable binary bit stream. For n=3, it is three times; for n=4, it is four times 

the typical embeddable binary bit stream. The PSNR value of the image, which indicates the quality and 

level of distortion caused by data embedding, is influenced by two factors. The first factor is the distortion 

resulting from the shift of non-embeddable pixels, differentiating between embeddable and non-embeddable 

pixels. The second factor is the embedding of signed digits in the embeddable pixels. For instance, in the 

case of the "Lena" image, when the data is in the form of a binary stream, the embedding capacity is 202,990 

bits, and the corresponding PSNR value is 51.28 dB. When embedding the signed digit stream with n=2 in 

the image, the embedding capacity doubles compared to the usual case. This embedding capacity reaches 

405,980 bits, and the corresponding PSNR is 45.89 dB. Similarly, when embedding the signed digit stream 

with n=3 in the image, the embedding capacity becomes three times the usual case. In this case, the 

embedding capacity is 608,970 bits, and the related PSNR is 39.90 dB. Finally, when embedding the signed 

digit stream with n=4 in the image, the embedding capacity increases fourfold compared to the usual case. 

The embedding capacity reaches 811,960 bits in this instance, and the corresponding PSNR is 33.79 dB. 

 

 

Fig. 9  Test images: (a) Lena, (b) Boat, (c) Barbara, (d) Pepper in [38, 39]  

 

 

 

 

 

 

 

Fig. 10  Kodak image dataset in [40]  
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3.2. Security analysis of the proposed scheme 
 

One of the crucial aspects of data hiding in multimedia is accessing the embedded data securely. Based on 

the discussions in sections 2.3, we employ a two-step transformation process for embedding binary stream 

data. In the first step, we convert the binary data into a signed digit stream, and in the second step, we 

transform it into a decimal floating number stream. Both transformations utilize the numbers' statistical 

properties and floating nature, acting as a key provided by the sender and securely transmitted through a 

secure channel to the trusted receiver. For example, for n=3, we assigned a code to each 3-bit binary digit 

in binary stream based on their calculated the number of repetitions properties. For instance, (000)2 

corresponds to the number 2, (001)2 corresponds to the number 1, and (111)2 corresponds to the number -2. 

This digit assignment serves as a key and code for each 3-bit binary digit in the binary stream. If 

unauthorized individuals gain access to the signed digit stream, which includes the assigned codes, on the 

receiver's side, the data becomes practically untranslatable without possessing the key. 

Additionally, each signed digit is associated with a floating number during the embedding step. In the first 

step on the receiver's side, we need to convert this floating number back to a signed digit. In the second step, 

with the help of the key, we transform the signed digit into a binary bit stream representing the original data. 

 

3.3. Performance comparison of the proposed method with other related methods 
 

This section compares the performance and effectiveness of the proposed method with three other methods 

[6, 29, 31] based on two criteria: Embedding Capacity (EC) and PSNR. The results are illustrated in the 

curves Fig. 14. It is important to note that this comparison is between three related methods. Fig.14 shows 

that the proposed method exhibits a significantly increased PSNR compared to the three other methods. 

Additionally, Fig. 14 presents the ratio of embedding capacity to PSNR for four sample images "Lena", 

"Boat" and "Barbara" and "Pepper". for instance, on the curve of the "Lena" image, when we embed the 

binary data size of 10,000 bits, the PSNR is 64.36 dB and when we embed the binary data size of 40,000 

bits, the PSNR is 58.32 dB. in the same way after embedding the binary data size of 80,000 bits, the PSNR 

is 55.33 dB and after embedding the binary data size of 120,000 bits, the PSNR is 53.55 dB. Furthermore, 

we observe that the other methods achieve lower PSNR values in the same embedding capacities than our 

method. In other words, our proposed method maintains a suitable PSNR. Moving on, we perform a detailed 

analysis of the PSNR  of the proposed method compared to the three other methods. In this comparison, we 

consider the signed digit stream with n=1. For the "Lena" image, our method achieves an PSNR of 64.36 

dB in the EC of 10,000 bits , while the other three methods [6, 29, 31] achieve PSNRs of 45 dB, 55 dB, and 

58 dB, respectively. Compared to these three methods, our method shows improvements of 43%, 17%, and 

10.9%. Also our method achieves an PSNR of 58.32 dB in the EC of 40,000 bits , while the other three 

methods [6, 29, 31] achieve PSNRs of 38 dB, 48 dB, and 52 dB, respectively. Compared to these three 

methods, our method shows improvements of 53.47%, 21.5%, and 12%. our method achieves an PSNR of 

55.33 dB in the EC of 80,000 bits , while the other three methods [6, 29, 31] achieve PSNRs of 34 dB, 44 

dB, and 49 dB, respectively. Compared to these three methods, our method shows improvements of 62. 7%, 

25.7%, and 12.9%. Finally, our method achieves an PSNR of 53.55 dB in the EC of 120,000 bits , while the 

other three methods [6, 29, 31] achieve PSNRs of 32 dB, 42 dB, and 47.5 dB, respectively. Compared to 

these three methods, our method shows improvements of 67. 3%, 27.5%, and 12.7%. Also for other standard 

test images, "Boat" and "Barbara" and "Pepper" the trend of increase of PSNR is almost the same. 

Fig. 11  Comparison curve  between embedding capacity and PSNR values for four standard 

images with different n 

 

 

 

 

 

 

 

Fig. 12  Comparison of embedding capacity of standard images with different n 

 

 

 

 

 

 

 

Fig. 13  Comparison of embedding capacity of  Kodak images with different n 

 

 

 

 

 

 

 



14 

 

Based on the obtained results from comparing our proposed scheme with three other schemes, it is evident 

that our method exhibits a significantly increased PSNR or visual quality. We can attribute this improvement 

to utilizing the proposed signed digits presented in this paper. 

 

3.4. solution for pixel underflow or overflow problems  
 

Since the length of the pixels values in grayscale images is 8 bits and in the range [0  255], when embedding 

binary data, data with the value of 1 bit is lost after embedding in pixels of 255. Also, data with a value of 

-1 bit is lost after embedding in pixels 0. Ultimately, the data is not extracted correctly after being embedded 

in the image. To prevent overflow and underflow problems when embedding data, some researchers reduced 

the pixels values of 255 by 1 unit and increased the pixels values of zero  by 1 unit [18,20,22,24,28,30,31]. 

But their method reduced the visual quality of the stego image. Some also used extra data (flag bits) to 

marked the pixels that would experience overflow and underflow problems after data embedding [21]. Their 

method also resulted in the space consumption of embedding extra data in the cover image and reduced 

image quality. In our proposed scheme, considering the use of a matrix of decimal digits to create the final 

stego image in the transmitter and the receiver and recovering the prediction function and the original image 

in the receiver, With access to auxiliary data (the decimal part of the matrix), despite encountering a alot of 

number of pixels of 255 and 0  in the cover image and creation numerous overflow and underflow problems 

when embedding data in the cover image, After receiving the decimal matrix image at the receiver side and 

removing the decimal part of the matrix and adding the equivalent signed digits to the whole number part 

of the matrix, the final stego image is obtained. In addition, with the help of the decimal matrix, the original 

image and the prediction function are recovered. Finally, using Eq. 14 and Eq. 16 and Eq. 18, the data is 

extracted based on the signed digits, and after replacing it with the equivalent binary data in the form of 2-

bit, 3-bit, or 4-bit digits, the main data (binary data stream) is extracted correctly, see Table 2 and Table 4 

and Table 6. Therefore, based on the proposed algorithm, the effects of the overflow and underflow 

problems do not have any disruption in the performance of extracting embedded data and recovering the 

original image from the stego image. Performance of the proposed scheme  in data embedding and original 

image recovery against overflow and underflow problems on 12 images of Kodak image dataset is shown 

in Table 9.  
 

 

 

4. Conclusions 
 

 

This paper introduces a reversible data hiding method based on prediction error histogram shifting, utilizing 

signed digits and cascading block-wise prediction. The achievements of the proposed scheme can be 

summarized as follows: 

1- Using signed digits stream increases the embedding capacity up to four times compared to binary bit 

stream. 

2- The two-step transformation process, involving the conversion of binary bit stream to signed digit stream 

and then to floating number stream, followed by embedding them in the prediction error of the image, 

dramatically limits data access and effectively enhances algorithm security. 

3- Using the matrix of decimal values eliminates overflow and underflow problems after data embedding. 

Considering the vulnerability of spatial domain data hiding methods to deliberate attacks, our future research 

aims to leverage the high embedding capacity of the proposed method and employ data strategies to enhance 

the resistance of data embedding algorithms against intentional attacks. We aim to further improve the 

performance of the proposed method in terms of robustness against intentional attacks.  

In the future work, we intend to increase the resistance of the stego image against all kinds of the intentional 

attacks by using the method of this paper and using the proposed schemes in [36] and [37]. 

 

Fig. 14  Comparison between the proposed method (n=1) and the three related methods [6, 29, 31] in 

terms of embedding rates and PSNR values 
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Fig. 1  Proposed encoder flowchart 

Fig. 2  Proposed decoder flowchart 

Fig. 3  Strategy of to convert binary stream to signed digit stream 

Fig. 4  illustration of  non-embeddable pixel shifting and data embedding in embeddable pixels  for (n=3) 

Fig. 5  Prediction method to calculate prediction error  

Fig. 6  illustration  of data extraction from embedded pixels and reverse shifting of non-embedded pixels 

for (n=3) 

Fig. 7  Example of  data embedding 

Fig. 8  Example of  data extraction and original image recovery 

Fig. 9  Test images: (a) Lena, (b) Boat, (c) Barbara, (d) Pepper in [38, 39]  

Fig. 10  Kodak image dataset in [40]  

Fig. 11  Comparison curve  between embedding capacity and PSNR values for four standard images with 

different n 

Fig. 12  Comparison of embedding capacity of standard images with different n 

Fig. 13  Comparison of embedding capacity of  Kodak images with different n 

Fig. 14  Comparison between the proposed method (n=1) and the three related methods [6, 29, 31] in terms 

of embedding rates and PSNR values 
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Fig. 1  Proposed encoder flowchart 
 

 

Fig. 2  Proposed decoder flowchart 
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3-bit binary 

digits 
states of signed-digit  

 

case 1 case 2 case 3 case 4 case 5 

0 0 0 0          0 0 0         2 

0 0 1 1         -1 1 1         1 

0 1 0 2         -2 2 2        -4 

0 1 1 3         -3 3 3        -1 

1 0 0 4         -4         -1    4        -3 

1 0 1 5         -5         -2 -1         3 

1 1 0 6         -6         -3 -2         0 

1 1 1 7         -7         -4 -3        -2 

 

 

3-bit binary 

digits 

The number of repetitions in the 

binary stream 
signed-digit 

0 0 0 22625             2 

0 0 1 26840             1 

0 1 0 19782  (Min)            -4 

0 1 1 29496            -1 

1 0 0 26900            -3 

1 0 1 22373             3 

1 1 0 29568  (Max)             0 

1 1 1 28686            -2 

 

 

 

Table 1  conversion and assignment of signed digit code for (n=3) 

 

Table 2  For example the number of repetitions of  3-bit binary digits in binary stream and assigning a 

signed digit   

 

Fig. 3  Strategy of to convert binary stream to signed digit stream 
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2-bit binary 

digits 
states of signed-digit  

 

case 1 case 2 case 3 case 4 case 5 

0 0  0         0 0 0  1 

0 1 1        -1  1 1 -1 

1 0 2        -2         -1 2 -2 

1 1 3        -3         -2        -1   0 

 

 

 

2-bit binary 

digits 

The number of repetitions in the 

binary stream 
signed-digit 

0 0 49488 1 OR-1 

0 1 49327         1 OR-1 

1 0 49254 (Min) -2 

1 1 58201 (Max)  0 

 

 

 

4-bit binary 

digits 
states of signed-digit  

 

case 1 case 2 case 3 case 4 case 5 

0 0 0 0 0 0 0 0 -2 

0 0 0 1 1         -1 1 1 -4 

0 0 1 0 2         -2 2 2 -6 

0 0 1 1 3         -3 3 3  2 

0 1 0 0 4         -4 4 4 -1 

0 1 0 1 5         -5 5 5 -8 

0 1 1 0 6         -6 6 6  7 

0 1 1 1 7         -7 7 7  0 

1 0 0 0 8         -8 -1 8 -5 

1 0 0 1 9         -9 -2        -1  3 

1 0 1 0 10 -10 -3 -2 -7 

1 0 1 1 11 -11 -4 -3  6 

1 1 0 0 12 -12 -5 -4  4 

1 1 0 1 13 -13 -6 -5  5 

1 1 1 0 14 -14 -7 -6  1 

1 1 1 1 15 -15 -8 -7 -3 

Table 3  conversion and assignment of signed digit code for (n=2) 

 

Table 4  For example the number of repetitions of  2-bit binary digits in binary stream and assigning a 

signed digit   

 

Table 5  conversion and assignment of signed digit code for (n=4) 
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4-bit binary 

digits 

The number of repetitions in the 

binary stream 
signed-digit 

0 0 0 0 11816 -2 

0 0 0 1 11009 -4 

0 0 1 0 9819 -6 

0 0 1 1 16730  2 

0 1 0 0 12179 -1 

0 1 0 1 7933 (Min) -8 

0 1 1 0 12399  7 

0 1 1 1 17430 (Max)  0 

1 0 0 0 10625 -5 

1 0 0 1 16177  3 

1 0 1 0 9625 -7 

1 0 1 1 12450  6 

1 1 0 0 14783  4 

1 1 0 1 14766  5 

1 1 1 0 17039  1 

1 1 1 1 11486 -3 

 

 

 

 

 

 

 

 

 

 

Table 6  For example the number of repetitions of  4-bit binary digits in binary stream and assigning a 

signed digit   

 

Fig. 4  illustration of  non-embeddable pixel shifting and data embedding in embeddable 

pixels  for (n=3) 
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Fig. 5  Prediction method to calculate prediction error  

 

Fig. 6  illustration  of data extraction from embedded pixels and reverse shifting of non-embedded 

pixels for (n=3) 
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Fig. 7  Example of  data embedding 
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(a) Lena 

 
(b) Boat 

 
(c) Barbara 

 
(d) Pepper 

 
(a) Lena 

 
(b) Boat 

 
(c) Barbara 

 
(d) Pepper 

Fig. 8  Example of  data extraction and original image recovery 

 

Fig. 9  Test images: (a) Lena, (b) Boat, (c) Barbara, (d) Pepper in [38, 39]  
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Fig. 10  Kodak image dataset in [40]  

 

 

 

 

 

 

 

Fig. 11  Comparison curve  between embedding capacity and PSNR values for four standard 

images with different n 
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Fig. 12  Comparison of embedding capacity of standard images with different n 

 

 

 

 

 

 

 

Fig. 13  Comparison of embedding capacity of  Kodak images with different n 
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Test  images 

             binary digit stream (n=1)          signed-digit stream (n=2)            signed-digit stream (n=3)          signed-digit stream (n=4) 

                EC (bit)      PSNR(dB)             EC (bit)      PSNR(dB)               EC (bit)       PSNR(dB)             EC (bit)        PSNR(dB)                                                                               

 

Lena            202,990          51.28                       405,980          45.89                       608,970          39.90                         811,960           33.79 

Baboon        198,911          51.32                       397.822          45.81                       596,733          39.79                        795,644            33.69  

Airplane      206,270          51.28                       412,540          45.93                       618,810          39.96                         825,080           33.87 

Boat             202,692          51.28                       405,384          45.88                       608,076          39.89                         810,768           33.79 

Elaine          200,260          51.28                       400,520          45.86                       600,780          39.84                         801,040           33.73 

Man             201,933          51.28                       403,866          45.88                       605,799          39.88                         807,732           33.77 

Barbara       200,541          51.28                       401,082          45.86                       601,623          39.85                         802,164           33.74                         

Pepper         202,472          51.28                       404,944          45.88                       607,416          39.89                         809,888           33.79 

Average       202,008          51.28                       404,017          45.87                       606,025          39.87                         808,034           33.77 

 

 

Table 7  Measured PSNR  and  EC values for eight standard images of 512×512 sizes along whit different n 
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Test  images 

           binary digit stream (n=1)          signed-digit stream (n=2)            signed-digit stream (n=3)          signed-digit stream (n=4) 

           EC (bit)      PSNR(dB)              EC (bit)      PSNR(dB)                EC (bit)       PSNR(dB)               EC (bit)        PSNR(dB)                                                                               

1               300,329          51.26                       600,658          42.53                           900,987          38.72                       1,201,316           33.60 

2               307,191          51.26                       614.382          42.54                           921,573          38.77                       1,228,764           33.69  

3               314,186          51.26                       628,372          42.56                           942,558          38.83                       1,256,744           33.80 

4               311,966          51.26                       623,932          42.56                           935,898          38.82                       1,247,864           33.81 

5               301,189          50.32                       602,378          43.63                           903,567          40.66                       1,204,756           36.39 

6               306,972          50.38                       613,944          43.57                           920,916          40.59                       1,227,885           36.31 

7               310,481          51.26                       620,962          42.55                           931,443          38.80                       1,241,924           33.74                         

8               299,867          50.31                       599,734          43.64                           899,601          40.68                       1,199,468           36.43                         

9               307,448          50.38                       614,896          43.57                           922,344          40.58                       1,229,792           36.29                         

10             306,669          51.26                       613,338          42.55                           920,007          38.78                       1,226,676           33.70                         

11             305,610          51.26                       611,220          42.54                           916,830          38.76                       1,222,440           33.67                         

12             311,567          51.26                       623,134          42.56                           934,701          38.82                       1,246,268           33.77                         

Average   306,956          50.95                       613,912          42.90                           920,868          39.40                       1,227,825           34.60 

Table 8  Measured PSNR  and  EC values for twelve Kodak image of 512*768 sizes along whit different n 
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Fig. 13  Comparison of embedding capacity of  Kodak images with different n 

 

 

 

 

 
 

 
Fig. 14  Comparison between the proposed method (n=1) and the three related methods [6, 29, 31] in terms of 

embedding rates and PSNR values 

 

 

 

 

 



29 

 

 

Kodak images 

dataset 

 

Overflow (n) 
 
Underflow (n) 

Original image 

recovery 

(Complete) 

Data extraction 

)Complete and 

correct( 

1 548 768     

2 1 768     

3 3 768     

4 4803 768     

5 176 825     

6 173 768     

7 3 768     

8 7542 768     

9 48 768     

10 1273 768     

11 12 768     

12 1191 768     
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Table 9  Performance of the proposed scheme against overflow and underflow problems 

 


