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Abstract. In this study, the fabrication and wear properties of aluminum titanate (Al₂TiO₅) and mullite 

(3Al₂O₃-2SiO₂) doped porcelain ceramic-composites produced by powder metallurgy method were 

extensively investigated. Porcelain ceramics were prepared by powder metallurgy and wear resistance 

and other mechanical properties were evaluated based on the data obtained. The wear results were 

modeled and analyzed using ensemble learning (EL) methods and Artificial Neural Networks (ANN). 

Among the ensemble methods, Boosting and random forest (RF) algorithms were used. Basic statistical 

measures such as R², RMSE, MAE and MAPE were used to evaluate model performance. Boosting and 

RF methods also gave good results, but ANN was found to be best in terms of accuracy and overall 

performance. In the study, pure porcelain (P), mullite doped porcelain (PM), aluminum titanate doped 

porcelain (PAT) and aluminum titanate-mullite doped porcelain (PMAT) porcelain models were 

investigated and compared separately. The results provide valuable contributions to the development of 

high-performance ceramic-composites in materials engineering and optimization of the wear behavior 

of these materials. This paper examines in detail the applicability and benefits of advanced machine 

learning methods in materials science. 
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1. Introduction  

Porcelain is a ceramic material whose microstructure is fine-grained and non-porous, with high strength 

and generally translucent properties. It is highly vitrified and characteristically white in color, offering 

superior mechanical and aesthetic properties. Porcelain consists mainly of kaolin, quartz and feldspar, 

fired at high temperatures to give the ceramic its characteristic properties. The triple composition ratios 

are typically 50% clay, 25% flux and 25% filler, which optimizes the mechanical and aesthetic 

properties of porcelain. Sintered between 1200°C and 1400°C to form a glass-ceramic composite, this 

ceramic material is well known for its semi-transparent properties. The sintering process, which is 

carried out at these high temperatures, creates the complex structure of porcelain and gives it superior 

mechanical strength and chemical resistance[1-5]. 

Aluminum Titanate (Al2TiO5) is known for its exceptional thermal shock resistance, which makes it 

resistant to sudden temperature changes. It also has low thermal conductivity properties, thus efficiently 

insulating heat in high temperature applications, and exhibits chemical resistance in molten metals, 

making it ideal for corrosive environments. Al2TiO5 maintains dimensional stability under high 

temperature changes due to its low coefficient of thermal expansion. These properties make Al2TiO5 an 

excellent material for industrial applications requiring high performance such as glass manufacturing, 

automotive parts and thermal processing equipment[2,6,7]. Mullite (3Al2O3.2SiO2) exists as the only 

stable interphase in the Al2O3 - SiO2 binary system, which makes it unique. Mullite also exhibits 

excellent thermal shock resistance due to its thermal and chemical stability and low coefficient of 

thermal expansion [8-11]. Due to their high hardness and low coefficient of friction, ceramic materials 

can markedly enhance the performance of components, particularly in contact-load applications. The 

wear behavior of ceramic materials is closely related to their microstructural properties and crystal 

structure. The fact that ceramics exhibit anisotropic properties directly affects the wear resistance of 

these materials. In addition, the high temperature resistance of ceramics is also related to the material's 

thermal expansion coefficient and thermal shock resistance. The anisotropic nature of their crystal 

structure and microstructural features determines the wear and thermal resistance performances of these 

materials, which makes them reliable even under extreme conditions[12-18]. 
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ML extracts information from inputs through iterative learning processes and aims to improve the 

accuracy of models [19,20]. Algorithms that learn from data automate various tasks by identifying and 

analyzing patterns in the inputs. It has been successfully used in predictive analyses in engineering and 

other fields[21]. It allows to understand complex structures in data and to perform operations on these 

structures. Pattern recognition is one of the important applications of ML and aims to automate processes 

[22-24]. Feature selection and algorithm selection are important aspects of predictive analysis, and the 

use of ML has been instrumental in advancing these areas [25]. A comprehensive review of ML 

algorithms has highlighted their ability to train with data and make predictions without explicit human 

guidance [26]. EL is a technique where multiple models or algorithms can be combined for a better and 

more accurate prediction model[27, 28]. The basic principle behind the method is that by combining 

predictions from multiple models, the overall prediction is more reliable and robust than a single 

model[29]. EL can improve the performance of ML algorithms by reducing bias, increasing stability 

and improving generalization[30]. In general, EL is a powerful tool in the field of ML that leverages the 

strengths of multiple models to improve prediction accuracy and robustness[31]. EL offers various 

techniques in prediction methods. Bagging provides a way to combine predictions from models 

developed on different subsets[32], while Boosting focuses on incorrect predictions to turn weak 

learners into strong predictors[33]. Random Forest (RF) improves accuracy by combining the 

predictions of many decision trees[34]. These methods represent various aspects of EL and can be used 

in different scenarios to improve prediction performance. 

In engineering applications, ensemble methods are employed to enhance the accuracy of predictions, 

augment the capacity for generalization, and circumvent the issue of overfitting[35]. Combining 

different models enhances generalization, prevents overfitting, and provides more reliable forecasts. 

Ensemble methods offer a comprehensive prediction by integrating diverse models, aiding in more 

robust decision-making and error compensation[36]. To illustrate, in the case of Bagging, models trained 

with random subsets of the data provide more stable results by reducing variance[37]. In contrast, in 

Boosting, each model gradually corrects errors by focusing on areas where the previous model is 

weak[38]. Ensemble methods provide more reliable and stable forecasts by increasing generalizability 

while reducing bias and variance in forecasts[39]. The stability achieved by such methods is dependent 

on the strategy employed, which may include majority voting, averaging, or weighted aggregation[40]. 

The objective is to balance the biases and uncertainties of individual models, thereby producing a more 

accurate and reliable result[41]. In the field of materials science and engineering, ensemble methods 

play a crucial role in predicting and analyzing material properties. Combining multiple machine learning 

models to simulate complex behaviors linked to microstructure reduces errors and enhances 

generalization capability. Methods such as Boosting and RF improve experimental accuracy while 

preventing overfitting, making predictions more reliable under real-world conditions. These approaches 

are critical tools for optimizing material performance and developing new composite materials[42]. 

In this study, by combining materials engineering and artificial intelligence techniques, the fabrication 

and wear properties of aluminium titanate (Al2TiO5) and mullite (M, 3Al2O3-2SiO2) doped porcelain 

ceramic-composites were investigated in depth. These ceramic-composites, produced by powder 

metallurgy, are characterised by their superior mechanical and thermal properties. The experimental 

wear results were modelled and analysed using advanced machine learning methods such as EL and 

ANN. The preparation of porcelain ceramics was carried out by powder metallurgy and based on the 

data obtained, wear resistance and other mechanical properties were evaluated. This study provides 

important insights into how the results obtained by the integration of innovative manufacturing 

techniques and artificial intelligence-based modelling methods in materials engineering can be used in 

engineering applications[43-46]. 

2. Methods and Theories 

This study outlines a methodology for modeling regression problems using ensemble learning, 

consisting of three phases: data collection and preparation, model selection and training, and 

model evaluation. Initially, a suitable dataset is collected and cleaned. Various base models are 

selected and trained on this dataset. Ensemble methods such as bagging, boosting, or random 

forest are then used to combine predictions from these base models. The ensemble model is 
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subsequently evaluated on a test set, with performance metrics measured and adjustments made 

if necessary. Finally, the results are reported and interpreted, systematically guiding the 

application of ensemble learning to regression problems, as illustrated in Figure-1. Finally, 

cross-validation is used to increase the generalizability of the model and reduce the risk of 

overfitting[47]. These steps leverage EL's strengths in accuracy, generalization, and robustness to solve 

regression problems. 

Figure 1: General Process Design of the Model 

Experimental data were collected to investigate the wear behavior of porcelain ceramics. Firstly, 

porcelain samples were prepared from basic components such as kaolin, quartz, and feldspar. Al₂TiO₅ 

and mullite (3Al₂O₃-2SiO₂) additives were added to the porcelain mixture. The prepared mixtures were 

sintered at temperatures between 1100°C and 1200°C using the conventional powder metallurgy 

method. In this study, the production and wear properties of porcelain-ceramic composites with 

aluminum titanate and mullite additives produced by powder metallurgy method were investigated and 

then the experimental wear data obtained were analyzed. The data obtained were modeled using EL and 

ANN. Powder metallurgy method was used for the preparation of porcelain ceramics. AT, Al2TiO5 and 

mullite (M, 3Al2O3.2SiO2) ceramic powders were achieved through the reaction sintering of Al2O3, SiO2 

and TiO2 powders at 1550°C and 1400°C for 2 hours, respectively. After crushing, grinding, and sieving, 

aluminum titanate and mullite powders were made ready for use. These powders were blended with 

porcelain (P) in weight percentages of 0% and 20%. Porcelain ceramics doped with AT and M were 

fabricated using the powder metallurgy method. The blends were prepared by mechanical alloying in 

alumina ball mills, shaped in a dry press and then sintered under normal atmospheric conditions. The 

mixture powders were formed into 56x12x10 mm preforms by uniaxial pressing at 200 MPa. The green 

compacts were air sintered in a high temperature furnace (Protherm™ Furnace) at 1100-1200°C at a 

heating rate of 5°C/min for 1-5 hours.  

Ceramic wear tests were carried out using a Plint brand abrasion tester. A steel disk was preferred as the 

wear disk in the tests. Abrasion tests were performed on each specimen for 5, 10, 15 and 20 minutes at 

70, 90 and 120 N forces. After the initial weighing of the samples with a 0.0001 g precision balance, the 

wear amounts were calculated by weighing them again after the specified wear times [1,2]. Subsequent 

characterization studies of the sintered samples were performed, and the wear test results were 

transformed into data suitable for modeling using EL and ANN. 

Table 1:Data Set Parametric Structure 

The experimental data and input parameters summarized in Table-1 were used to develop regression 

models for the calculation of wear volume values. Figure-2 shows that different wear volume results 

were obtained for each measurement type (P,PM,PAT and PMAT). The P measurement results represent 

the data obtained from the basic porcelain composition, while the PM measurement results show the 

mullite-doped variant of porcelain. PAT measurement results reflect the wear performance of aluminum 

titanate-doped porcelain samples, while PMAT measurement results include data from both mullite and 

aluminum titanate-doped porcelain. The artificial intelligence models to be developed will focus on 

predicting the wear volume (mm³) value using the input parameters wear force (N), wear time (min), 

fired temperature (°C) and fired time (hour). The test conditions and specimen compositions employed 

in experimental measurements exert a significant influence on the wear volume. Consequently, it is 

imperative that these input parameters are meticulously selected and processed for machine learning 

models to make accurate and reliable predictions. The models will be designed to predict the wear 

behavior of porcelain ceramics under different conditions by learning the effects of input parameters on 

the wear volume. 

Figure 2:Wear Behavior of Porcelain-Ceramic Specimens 

In this study, experimental data on the wear behavior of porcelain ceramics are trained using ensemble 

methods and analyzed in comparison with ANN approach. The aim is to train models, compare their 

performance, and identify the best approach to predict wear volume, providing a basis for future 

predictions. Additionally, the study compares the performance of ensemble methods with ANN using 

different training and learning processes. Boosting is a technique designed to enhance model accuracy 
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by iteratively focusing on correcting errors made by previous models in a sequence. Each new model in 

the boosting process is trained to address the weaknesses of its predecessors, which enables it to capture 

general patterns effectively. However, boosting can be time-intensive due to its sequential nature, 

requires careful hyperparameter tuning, and is sensitive to noisy data, potentially leading to overfitting 

if not managed properly. Bagging (Bootstrap Aggregating), on the other hand, builds multiple models 

independently by training each on a random subset of the data (with replacement). The predictions from 

these models are then aggregated, usually by averaging (for regression) or voting (for classification), to 

improve generalization and reduce overfitting. Bagging leverages diversity among models to stabilize 

predictions, but it demands significant computational resources, and its performance heavily relies on 

the diversity and quality of the data subsets used. The key difference between boosting and bagging lies 

in how the models are trained and aggregated. Boosting emphasizes learning from mistakes in a 

sequential and dependent manner, making it sensitive but highly effective for capturing patterns. 

Bagging, in contrast, trains models independently in parallel, focusing on reducing variance by 

averaging predictions from diverse models. RF, a bagging-based method, builds multiple decision trees 

on different data subsets and combines their outputs to achieve high accuracy while mitigating 

overfitting. Additionally, it enhances model interpretability by providing insights into feature 

importance. However, like bagging, it requires substantial computational resources and can be slow in 

model estimation. ANNs offer a flexible and robust framework for learning from large and complex 

datasets. They excel in discovering intricate patterns but require significant computational power, 

careful hyperparameter tuning, and sufficient data to prevent overfitting. Given these characteristics, the 

choice between boosting, bagging, and other methods like RF or ANN should align with the application's 

goals, dataset size, and computational constraints[20,27,33,34,47]. 

Ensemble boosting is a powerful learning method, at least for the accuracy of the predictive model. 

Boosting combines weak learners sequentially to build a strong learner that performs better than each 

individual model. Boosting works by iteratively adjusting the weights of training data points, focusing 

on those that were previously mispredicted. The key steps in boosting include, initialize weights, train 

weak learner, compute error, update weights and combine weak learners. Mathematically, the boosting 

algorithm can be described as Table-2. 

Table 2: The Detail of Boosting 

Where 𝑁 is the number of training examples, 𝐼 is the indicator function. Boosting enhances predictive 

accuracy by sequentially focusing on misclassified instances to reduce bias, improving model 

performance by combining multiple weak learners into a strong model, and being highly adaptable to 

various types of predictive tasks[48-51].  

Ensemble Bagging, an acronym for Bootstrap Aggregating, is a machine learning method that aims to 

improve the accuracy and stability of models. Multiple models are trained on random subsets of the 

training data to prevent overfitting and reduce variance. The predictions of these models are usually 

averaged and combined to obtain more stable results. Bagging is particularly effective in regression 

tasks. Its basic steps are to create bootstrap samples, train independent models on these samples and 

combine the predictions to obtain the final result. This method improves generalization performance and 

minimizes errors. To illustrate the mathematical details further, let’s define each step more rigorously 

in Table3: 

Table 3: The Detail of Bagging 

Bagging is a robust technique for improving regression models in material engineering. By combining 

multiple models trained on different subsets of the data, bagging algorithms can effectively capture the 

complex patterns in data. Bagging enhances predictive accuracy by reducing variance through averaging 

multiple models, improving stability by training on different data samples to avoid overfitting, and 

allowing parallel training of models for computational efficiency[32,33]. 

Bagging and boosting are ensemble methods that aim to improve model performance but take different 

approaches. Bagging allows models to be trained on random subsets and the final prediction is obtained 

by the average or majority vote of these models. This method avoids overlearning by reducing variance 

but does not correct individual errors. Boosting trains models sequentially, allowing each model to learn 
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from the errors of the previous one. It reduces both bias and variance by giving more weight to 

misclassified examples. Although boosting produces robust results, it can be prone to overlearning in 

noisy data. In summary, while bagging reduces variance, boosting offers a more comprehensive 

improvement by reducing both variance and bias. 

Random Forest (RF) is an effective ensemble method for classification and regression problems. It 

generates a large number of decision trees during training and combines the predictions of these trees to 

increase accuracy and reduce overfitting. RF is especially successful with high dimensional data and 

complex interactions between features. Each tree is generated using a random subset of the training data 

and selected features. The final prediction is made by majority voting in classification and by averaging 

the predictions in regression. RF reduces overall errors by bootstrap sampling and random feature 

selection. It also evaluates feature importance and identifies the variables that are most effective in 

predicting the target variable. The Random Forest (RF) algorithm is a machine learning algorithm that 

utilizes the parallel processing capability to efficiently process large datasets and generate reliable 

predictions. The algorithm's design incorporates features that enhance the accuracy and generalisability 

of models in high-dimensional datasets. Additionally, the diversity present in the decision trees mitigates 

the risk of overfitting, thereby improving the overall performance of the model. The basics of the RF 

algorithm can be described as Table 4: 

Table 4: The Detail of RF 

RF is a robust and effective EL method for regression and classification tasks. By combining multiple 

decision trees, it captures complex patterns in data, improves prediction accuracy, and provides insights 

into feature importance [34,51-55]. 

ANN model is an approach that aims to imitate human intelligence with computer systems. Based on 

this approach, it uses advanced algorithms and models to recognize patterns in data while performing 

problem solving tasks and aims to solve real world problems[56]. ANNs model the working principle 

of the human brain and process information by modelling the relationship of neurons in the human brain 

through mathematical methods available in its infrastructure[57]. In general, artificial neural network 

components: Input layer is the layer where data from the outside world enters the system. Hidden layers 

are the layers between the input layer and the output layer where information processing takes place. 

There can be one or more hidden layers and each layer can contain more than one artificial neuron. 

Output layer is the last layer of the artificial neural network and is usually the layer where results are 

produced to solve a specific problem[58,59]. The learning process of the ANN is achieved through the 

adjustment of weights and biases, with the objective of minimizing the discrepancy between the input 

data and the actual output. This process is executed through the utilization of the backpropagation 

algorithm, which updates the weights in each layer through error backpropagation[60]. The forward 

propagation and back propagation processes of ANN can be expressed in Table-5: 

Table 5:The Detail of ANN 

Here z(l), a(l), w(l), and b(l) represent the sum of weights, activations, weights, and biases in the first layer, 

respectively. f(⋅) is the activation function, f′(⋅) is the derivative of the activation function, ∇aC is the 

derivative of the cost function with respect to the activations, and ⊙ is the element-wise multiplication. 

The back-propagation algorithm is realized by calculating the error in the output of the network and the 

gradient of the weights and biases. 

2.1. Process Algorithms of AI Models 

Each of the three distinct EL and ANN methodologies entails a unique set of computational and 

information processing operations. These steps can be summarized as follows: data is obtained and 

processed, parametric operations are performed, results are generated, evaluated, and tested, and finally, 

the final model is built. All the processes are performed by means of computer software algorithms. The 

following section presents the pseudo-codes of the methods employed in the study, with the aim of 

illustrating the procedural or algorithmic differences inherent to the processes. The Boosting method 

offers an approach that trains weak learners sequentially, correcting the errors of the model at each step. 

Misclassified examples are given greater weight, and the new model attempts to rectify these errors 

(Table 6.a). The bagging method enhances the generalization of the model and circumvents overlearning 
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by utilizing multiple models. Each model is trained on a distinct subset derived through random 

resampling from the original dataset (Table 6.b). In the Random Forest (RF) method, multiple decision 

trees are integrated. Each tree is trained on a random subset of the data and a random subset of features 

at each discrimination point. This approach enhances performance and mitigates overlearning (Table 

6.c). ANN models offer flexibility and powerful learning capabilities for large and complex datasets, 

they learn non-linear patterns in data thanks to their multi-layered structure (Table 6.d) [61]. 

 

Table 6:Pseudo Code for Artificial Intelligence Models [62]. 

2.2. Statistical Metrics for Comparison of AI Models 

To evaluate the performance of artificial intelligence models, statistical measures such as R², Root Mean 

Square Error (RMSE), Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE) are 

often employed. These measures provide disparate information regarding the predictive capacity and 

limitations of the model. It is crucial to comprehend the mathematical formulae, definitions, and 

advantages of these metrics to select the optimal evaluation method for the characteristics of the data 

and the objectives of the analysis. The combination of these metrics offers a more comprehensive view 

of model performance, facilitating a more robust evaluation[63-66].  

R2 is more commonly known as the coefficient of determination, and it represents how much of the 

variation in the dependent variable can be predicted by the independent variables. It has a value between 

0 and 1, where 1 is perfect prediction (Equ.1). 
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RMSE is a statistical measure that quantifies the average magnitude of the errors in a set of predictions, 

without considering their direction. It is calculated as the average of the absolute differences between 

the predictions and the actual observations over the test sample(Equ.2). 
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MAE is a statistical measure that quantifies the average magnitude of errors in a set of predictions. It 

does not consider the direction of the errors. The MAE is calculated as the average of the absolute 

differences between the predictions and the actual observations over the test sample(Equ.3). 
'
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n


 Equation 3 

MAPE is a percentage metric that expresses accuracy. It measures the average magnitude of the errors 

in a set of predictions, normalized by the actual values(Equ.4). 
'

100% i i

i

y y

n y


  Equation 4 

3. Developed Method and Application 

Experimental data were used for training the models. However, to prevent the models from being 

adversely affected by undesirable issues such as overfitting and memorization stemming from 

interactions with the training set, the dataset was initially divided into two parts. 75% of the dataset was 

randomly assigned as the model training set, while the remaining 25% was used for testing the models. 

The training set was utilized for training various artificial intelligence models, determining parameters, 

and constructing the final models. An important step in such analyses is testing and validating the 

performance of the models. Real-world data is often used in the testing and validation processes of the 

proposed systems. The key approach here is to ensure that the test data is not exposed to the models 

during training, thus preventing the models from developing any sensitivity to this data. The 25% of the 

data designated as the Model Test Set was prepared for this purpose and excluded from the training 

processes. After the models were trained with the "Model Training Set," they were tested using the 

"Model Test Set." The performance of the models was evaluated using fundamental statistical 
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comparison metrics commonly applied in regression analysis. Based on the results obtained from the 

test sets, the success of the developed models across various metrics was determined, thereby revealing 

their performance. Implementing this approach provides an objective evaluation of the models' 

performance on previously unseen data, which is crucial for validating their generalizability and 

robustness. 

A series of machine learning models were trained using Boosting, Bagging, RF and Artificial 

Neural Network (ANN) models to predict the wear behavior of porcelain ceramics. During this 

training process, we took great care to determine the parameters, architectures and specific 

structures of each model. To optimize the performance of the models, we made various 

hyperparameter adjustments and selected the model that produced the best results by 

considering the statistical parameters. To assess the performance of the models, statistical 

metrics were used to evaluate the accuracy and reliability of the predictions. Once the training 

process was complete, the initial 25% test set was presented to each model. The results 

produced by the models were recorded separately and compared with the actual values. Figure-

3 visually compares the prediction results of each model with the actual results, highlighting 

the outputs produced by the trained models when test data is presented alongside the actual 

outputs. These visualizations play an important role in comparing the success of the models. 

Figure 3-Comparison of Model Predictions and Actual Outputs on Test Data 

The results of each model are placed on the same graph and the behaviors of the models are presented 

in a visual comparison. To evaluate the effectiveness of artificial intelligence methods, various test 

metrics were used to evaluate the degree of agreement between the trained outputs of each method and 

the actual results. In this study, training was performed using Boosting, Bagging, RF and ANN models. 

At the end of the training process, the test set was subjected to these four models and the performance 

of each model was measured. These statistical metric values, which are widely used for performance 

evaluation, were calculated. These metrics are critical in evaluating the predictive power and accuracy 

of the models. The results of this study are presented in tables to compare the performance of each model 

and to determine which model is more effective in which situations. Table 2 presents the R², RMSE, 

MAE and MAPE values of Boosting, Bagging, RF and ANN models on the test set, allowing a 

comparative analysis. This table contains the necessary data to compare the performance of each model 

and to determine which model is more effective in which situations. These analyses will provide 

guidance for future studies by revealing the advantages and weaknesses of the models [67,68]. 

Table 7-Statistical Values by AI Models 

As shown in Table-7 and Figure-3, the test data set of the models trained on the wear behavior of 

porcelain ceramics using ANN models with three different ensemble methods are presented to these 

models and the results produced by these models are visualized with graphs and statistical metrics are 

calculated and presented in tables. After this stage, an analysis was performed to determine which model 

was more successful, effective and efficient. In this analysis, the differences between the prediction 

results produced by each model and the actual values (residuals or error values) were calculated. These 

differences were plotted together on a graph including the zero line (Figure-4). This graph comparatively 

evaluates the overall behavior of the models and their fit to the zero line. The model with a behavior 

closer or like the zero line was considered to have a higher representativeness compared to the other 

models. This method helped to determine the most successful model by visually examining the 

predictive power and accuracy of the model. This evaluation process played a critical role in determining 

which model best predicted the wear behavior. 

Figure 4:Comparison of Estimation Errors(Residuals) 

When Figure-4 is analyzed, it is seen that the "Bagged" method produces worse results compared to the 

other two methods. The average visual achievements of the other 2 methods show similar behaviors. To 

make a more precise decision, statistical "Mathematical Mean" and "Standard Deviation" values were 

analyzed on the error values of the data produced by the models (Table-8). 
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Table 8:Statistical Values of Residuals 

It is desirable that each error value produced here is “zero”. Therefore, the model with the arithmetic 

means closest to zero and the model with the lower standard deviation offer a better performance than 

the others. With this assumption, Figure-5 and Table-8 were prepared and presented for evaluation. This 

constitutes a decisive metric within these predictions. 

Figure 5:Statistical Representation of Residuals 

EL and ANN methodologies show significant differences in modelling and learning processes. 

Ensemble methods aim to reduce bias, stabilize variance and increase generalizability by combining 

multiple models. These methods provide more robust and precise predictions by compensating for the 

shortcomings of individual models. ANN is powerful in learning complex data patterns thanks to its 

multilayer structure and feed-forward, back-propagation learning processes. However, ANN models are 

often prone to overfitting and have difficulties in terms of hyperparameter adjustments and 

computational costs. In this study, a comparison of EL and ANN methodologies is made to contribute 

to the literature by evaluating the effectiveness of different modelling approaches. The differences 

between the ability of ensemble methods to provide overall accuracy and flexibility, and the complex 

data processing power of ANN are highlighted in this evaluation. 

Testing Ensemble methods and ANN on the same dataset provides a reference point for future studies 

by demonstrating which method is more effective under specific conditions. This comparison helps to 

understand the differences in terms of performance criteria such as accuracy, generalization, and 

computational efficiency, guiding researchers in selecting the most suitable modeling approach. The 

study systematically evaluates the strengths and weaknesses of these methods, contributing significantly 

to the machine learning literature. Figure-6 presents regression plots showing the linear relationship 

between the values predicted by the models and the actual values. These plots visually assess the 

prediction accuracy and generalization ability of the machine learning models. The proximity of points 

to the 45-degree line indicates the prediction accuracy, while the density of points around this line 

reflects high accuracy. Furthermore, regression plots evaluate the model's generalization by revealing 

how it performs not only on training data but also on test data. Regression plots are also crucial for bias 

and error analysis. Significant deviations or systematic errors observed in the plots may indicate that the 

model is biased or overfitting specific data characteristics. In such cases, the model may need to be 

adjusted, or a different model should be considered. Additionally, the spread of points in the plots 

illustrates the error rate and distribution, providing deeper insights into the model's prediction 

performance. 

Figure 6:Comparison of Prediction Regression Relationships 

A correlation matrix is a tabular representation of the relationships between variables. It is utilized in 

the c domains of feature selection and engineering in machine learning, with the objective of identifying 

redundancies that can compromise model performance by virtue of multicollinearity. The matrix enables 

researchers to determine the retention, combination or removal of features, thereby enhancing the 

accuracy and efficiency of the model. Furthermore, it facilitates the interpretation of the model by 

offering insights into the data structure. 

Table 9:Correlation Matrix of Models 

Table-9 shows the correlation matrices for all models. This aids in interpreting artificial 

intelligence models that most accurately represent actual values and improves comprehension 

of the accompanying graphs and tables. 

4. Conclusion-Discussion 

In this study, the fabrication and wear properties of aluminum titanate (Al₂TiO₅) and mullite (3Al₂O₃-

2SiO₂) doped porcelain ceramic-composites produced by powder metallurgy method were extensively 

investigated and various artificial intelligence methods were used to model these properties. The 

analyses include a comprehensive modeling study using ANN as well as EL methods such as Boosting, 

RF and Bagging. Porcelain ceramics were produced by firing at 1100-1200 oC for 1-5 hours using 
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powder metallurgy technique and their wear characteristics were evaluated through experimental 

testing. Steel discs served as wear discs. Wear tests were conducted on each sample with time ranging 

from 0-20 minutes and force between 70-120 N. The degree of wear rose with the rise in load and 

duration during wear testing.  

Basic statistical measures such as R², RMSE, MAE and MAPE were used to evaluate the experimental 

data. The results show that Boosting performs the best among the ensemble methods, RF is close to it 

but performs worse, and Bagging performs the worst (Table 7). These findings make sense given the 

data processing logics and error correction mechanisms of each method. 

Ensemble methods combine the capabilities of multiple models to enhance predictive accuracy, 

generalization and flexibility across a variety of data types and problem domains. Techniques such as 

Bagging, Boosting and RF aim to reduce the limitations of individual models and improve overall 

reliability by balancing bias and variance. Bagging reduces variance and increases generalizability by 

training independent models on subsets created by randomly resampling the original dataset, while 

Boosting turns weak learners into strong models by focusing on misclassified examples. Random 

Forests (RF) construct a multitude of decision trees with random instances and features, thereby 

mitigating overlearning, yet they lack the error correction mechanism present in Boosting. Boosting 

generally exhibits superior performance due to its capacity for error correction, while RF reduces 

overlearning by introducing diversity. Bagging, conversely, demonstrates a more limited effect as it 

concentrates solely on data sampling. These findings underscore the pivotal role of dataset structure in 

determining model performance and underscore the significance of selecting the most suitable ensemble 

method in alignment with the specific problem at hand. 

When Table-7,Table-8 are analyzed, ANN have shown significant superiority compared to these three 

ensemble methods. ANN can learn complex data relationships and patterns more effectively due to its 

multilayer structure and feedforward learning algorithms. The deep learning capability of ANN provides 

higher accuracy and overall performance, especially on large and complex data sets. This superior 

performance is due to ANN's flexible architecture and learning capabilities. ANN was able to capture 

the complexity of the data and the relationships between features more effectively and make more 

successful predictions compared to Boosting, RF and Bagging. 

To evaluate the performance of the models, it may not be sufficient to look only at statistical measures 

of value. The values of these measures summarize the data set with a single numerical value. Extreme 

values or possible anomalous values in the data may affect the results. For this reason, different 

visualizations and tables were used in the study to provide guidance to the researchers. In this section 

(Conclusion and discussion), numerical values were not included, instead researchers were directed to 

tables and figures extensively. This approach allows researchers with similar interests and questions to 

obtain more in-depth information. 

In Figure-6, the actual values of the test data set and the values produced by the models are presented in 

the same graph to visually examine the overall behavior. The closeness of the ANN to the actual values 

here confirms the success of the statistical values. Table-7 and Table-8 are also verified with the graphs 

of other methods. 

The values presented in Table-8 represent the arithmetic mean and standard deviation of the data groups 

formed by calculating the differences between the actual values and the values predicted by the models. 

This analysis was conducted to evaluate the alignment of the model predictions with the actual values. 

The key criteria here are a mean value close to zero and a low standard deviation, as small differences 

between the observed values and the model predictions indicate the accuracy and success of the model. 

To further examine the closeness of the models to the actual values, residuals were presented using a 

correlation matrix (Table-9), revealing the performance of the models with the closest relationship to 

the actual values. This comprehensive data analysis also provides an important contribution to the 

literature for future research. Figure-6 illustrates the regression relationship between the predicted values 

of all models and the actual values, while Table-9 presents the correlation matrix values. These graphs 

and tables offer significant insights into the models' performance and clearly demonstrate that the best 

results for the dataset used in this study were achieved by the ANN. 
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The findings of this study contribute significantly to the development of high-performance ceramic 

composites and the optimization of the wear behavior of these materials. The fact that ANN emerged as 

the most successful model among Boosting methods highlights its ability to transform weak learners 

into strong models. These results provide researchers with valuable guidelines for addressing similar 

problems and emphasize the need for greater use of non-classical methods in future studies. 
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Figure and Table captions 

 Figure 1: General Process Design of the Model 

 Table 1-Data Set Parametric Structure 

 Figure 2-Wear Behavior of Porcelain-Ceramic Specimens 
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 Table 4: The Detail of RF 

 Table 5:The Detail of ANN 

 Table 6:Pseudo Code for Artificial Intelligence Models [62]. 

 Figure 3-Comparison of Model Predictions and Actual Outputs on Test Data 

 Table 7-Statistical Values by AI Models 

 Figure 4:Comparison of Estimation Errors(Residuals) 

 Table 8:Statistical Values of Residuals 

 Figure 5:Statistical Representation of Residuals 

 Figure 6:Comparison of Prediction Regression Relationships 
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Figure and Tables 

 

 
Figure 1:General Process Design of the Proposed Model 

 

Table 1:Data Set Parametric Structure 
 Wear Volume (10-2,mm3) 

 Force(N) Wear Time(min) Temp. Temp.Time P PM PAT PMAT 

Min-Max 70-120 5-20 1100-1200 1- 5 3.00-33.33 0.53-7.41 0.32-5.48 1.06-38.44 

Average 93.3 12.5 1150 3 12.6 3.03 1.9 14 

Std.Dev. 20.6 5.62 41 1.64 7.3 1.8 1.2 10 

 Input1 Input2 Input3 Input4 Models Output 

 

 
Figure 2:Wear Behavior of Porcelain-Ceramic Specimens 
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Table 2:The Detail of Boosting 

Initialize Weights,  
1

n

i i
w


 wi=1/N for i=1,..,N 

For each iteration 𝑡:   Train a weak learner ℎ(𝑥) on the weighted training set. 

 Calculate the error 𝑒𝑡 of ℎ𝑡(𝑥): 

1

1

. ( ( ))
n

i i t ii
t n

ii

w I y h x
e

w










                              Equation5 

 Compute the learner's weight 𝛼𝑡: 
1

ln( )t
t

t

e

e


                                                   Equation6 

 Update the weights for the next iteration: 

.exp( . ( ( )))i i t i t iw w I y h x                    Equation7 

Normalize the weights so that they sum to 1. 

 The final model 𝐻(𝑥) is a weighted sum of the weak learners: 

1
( ) . ( )

T

t tt
H x h x


                                      Equation8 

 

 

Table 3: The Detail of Bagging 

 

Bootstrap Sample 

Generation: 

 

Original dataset  
1

( , )
n

i i ib
D x y


                                    Equation9 

For b=1 to B:  Generate  
1

( , )
n

b i i ib
D x y


  , where xib drawn from D with 

replacement 

 Note that some instances from 𝐷 may appear multiple times 

in , while others may not appear at all. 

Model Training  For each bootstrap sample 𝐷𝑏: 

o Train a model 𝑀𝑏 on 𝐷𝑏. 

o The model 𝑀𝑏 is fitted to minimize the error on 𝐷𝑏. 

Prediction Aggregation  For a new instance x, the ensemble prediction is the average 

of the predictions from all models 𝑀𝑏: 

' 1
( )

B

bb
y M x

B
                                               Equation10        

 

  



   

 

18 

 

Table 4: The Detail of RF 

 

Bootstrap Sampling: 

Generate multiple bootstrap samples from the original dataset by 

randomly sampling with replacement. 

Given a training set  
1

( , )
n

i i i
D x y


 , create B bootstrap samples Db 

Random Feature 

Selection 

For each tree, select a random subset of features at each split. 

If there are 𝑝 features, typically p   features are chosen for 

classification, and 𝑝/3 for regression. 

Training Multiple Trees Train a separate decision tree 𝑇𝑏 on each bootstrap sample 𝐷𝑏 

using the randomly selected subset of features. 

Aggregate Prediction Combine the predictions of all trees to make the final prediction. 

'

1

1
( )

B

bb
y T x

B 
                                         Equation11 

 

 

 

Table 5:The Detail of ANN 

Forward Propagation 

( 1) ( ) ( ) ( )

( 1) ( 1)( )

l l l l

l l

z w a b

a f z



 

 


                                                 Equation12 

Back Propagation ( ) ' ( )

( ) ( ) ( 1) ' ( )

( )
( 1) ( )

( )
( 1)

( )

(( ) ) ( )

( )

l l

l l T l l

l
l l T

l
l

aC f z

w f z

w
a

C

b

C



 











 











                                  Equation13 

 

 

Table 6:Pseudo Code for Artificial Intelligence Models [62] 
Initialize weights for all instances in the training set 

For each iteration: 

    Train a weak learner on the weighted training set 

    Evaluate the weak learner's performance 

    Increase weights of misclassified instances 

    Decrease weights of correctly classified instances 

    Combine weak learners to form a strong learner 

For each of N models: 

    Generate a bootstrap sample of the training data 

    Train the model on the bootstrap sample 

For each instance in the test set: 

    Aggregate predictions from all models (average for 

regression) 

a- Boosting b- Bagging 
For each of N trees: 

    Generate a bootstrap sample of the training data 

    Select a random subset of features for each split in the tree 

    Train the decision tree on the bootstrap sample 

For each instance in the test set: 

    Aggregate predictions from all trees (average for 

regression) 

Initialize the neural network parameters (weights and biases) 

For each epoch: 

    For each batch of training data: 

        Perform forward propagation to compute predictions 

        Compute the loss between predictions and actual 

values 

        Perform backward propagation to compute gradients 

        Update parameters using gradients 

Evaluate the model on the test set 

c- Random Forest d- ANN 
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a- P Values b- PM Values 

  
c- PAT Values d- PMAT Values 

Figure 3:Comparison of Model Predictions and Actual Outputs on Test Data 

 

Table 7:Statistical Values by AI Models 

 Indicator Boosted Ensemble Bagged Ensemble Random Forest Artificial Neural Network 

P
 

R2 0.98488 0.97644 0.83631 0.78794 0.96477 0.95406 0.99908 0.99749 

RMSE 0.87478 1.16970 2.87848 3.50906 1.33547 1.63328 0.20256 0.38158 

MAE 0.52077 0.86389 2.03866 2.61573 0.98497 1.31327 0.16233 0.27357 

MAPE 4.02750 6.38740 19.82040 25.27710 8.12863 9.95413 1.88410 2.75690 

P
M

 

R2 0.98245 0.96849 0.80865 0.78234 0.94102 0.96637 0.99967 0.99773 

RMSE 0.23292 0.34361 0.76913 0.90307 0.42702 0.35495 0.02904 0.09229 

MAE 0.15193 0.20662 0.56680 0.71388 0.24931 0.24240 0.02354 0.07310 

MAPE 6.08680 7.15020 24.69850 30.64980 9.43447 8.75949 1.02420 3.35960 

P
A

T
 

R2 0.98088 0.97785 0.82156 0.85197 0.96372 0.95238 0.99928 0.99574 

RMSE 0.17029 0.16131 0.52017 0.41702 0.23454 0.23652 0.03384 0.07072 

MAE 0.11466 0.12205 0.36891 0.32749 0.17091 0.14306 0.02572 0.05478 

MAPE 6.52230 8.08830 25.23130 29.13860 10.86685 7.65816 1.54270 3.40240 

P
M

A
T

 

R2 0.98395 0.97536 0.81566 0.78178 0.96185 0.95961 1.00000 0.99937 

RMSE 1.18190 1.81071 4.00576 5.38865 1.82223 2.31822 0.00237 0.29049 

MAE 0.76656 1.25806 3.11435 4.20407 1.18336 1.43725 0.00173 0.21968 

MAPE 9.26950 12.33110 44.07530 49.12520 9.82950 8.31539 0.03464 2.36500 

  Train Test Train Test Train Test Train Test 
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a- P Values b- PM Values 

  
c- PAT Values d- PMAT Values 

Figure 4:Comparison of Estimation Errors(Residuals) 

 

Table 8:Statistical Values of Residuals 

 Average Standard Deviation 

 P PM PAT PMAT P PM PAT PMAT 

Boosted 0.0236 0.0421 0.0132 0.2652 1.1917 0.3475 0.1638 1.8253 

Bagged 0.5284 0.0350 0.0514 1.0101 3.5351 0.9196 0.4217 5.3940 

RF 0.0850 0.0103 0.0437 0.8549 1.6621 0.3616 0.2369 2.1959 

ANN 0.1207 0.0158 0.0046 0.1232 0.3689 0.0927 0.0719 0.2681 

 

  
a- Average b- Standard Deviation 

Figure 5:Statistical Representation of Residuals 
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a- P Values b- PM Values 

  
c- PAT Values d- PMAT Values 

Figure 6:Comparison of Prediction Regression Relationships 
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Table 9:Correlation Matrix of Models 

P Observed Boosted Bagged RF ANN  PM observed Boosted Bagged RF ANN 

observed 1.000      observed 1.000     

Boosted 0.988 1.000     Boosted 0.985 1.000    

Bagged 0.951 0.957 1.000    Bagged 0.948 0.975 1.000   

RF 0.977 0.964 0.969 1.000   RF 0.983 0.995 0.962 1.000  

ANN 0.998 0.985 0.949 0.975 1.000  ANN 0.998 0.986 0.952 0.983 1.000 

             

PAT observed Boosted Bagged RF ANN  PMAT observed Boosted Bagged RF ANN 

observed 1.000      observed 1.000     

Boosted 0.989 1.000     Boosted 0.992 1.000    

Bagged 0.960 0.964 1.000    Bagged 0.957 0.977 1.000   

RF 0.982 0.987 0.952 1.000   RF 0.986 0.991 0.973 1.000  

ANN 0.998 0.988 0.952 0.983 1.000  ANN 0.999 0.992 0.956 0.986 1.000 

 


