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Abstract 17 

This study aimed to predict antenatal depression in erythroid women during their 3rd trimester. We investigated 18 
prediction using four feature selection methods: Extra-tree classifier, Fisher score, and PCA. We also merged the 19 
common features of the Extra-tree classifier and Fisher score and applied them to predicting antenatal depression in 20 
the 3rd trimester of pregnancy. We gathered data from 62 women and their corresponding 18 attributes and evaluated 21 
them using the Hamilton depression rating scale (HAM-D). Seven ML models were implemented to predict antenatal 22 
depression, including k-nearest neighbors, Support vector machine, random forest, decision tree, bagging classifier, 23 
multi-layer perception, and naïve Bayes. Therefore, the trained models were evaluated using various metrics, including 24 
accuracy, sensitivity, specificity, precision, F1 score, FNR, FPR, and area under the receiver operating characteristic 25 
curve. Ultimately all models were prioritized using TOPSIS with different feature selection methods, and the best 26 
model was found to be DT without implementing any feature selection. The results of this study show the most 27 
important factors in predicting depression in the 3rd trimester of pregnancy. 28 

Keywords: Antenatal Depression, Pregnancy, Hamilton depression rating scale, Classification Algorithm, Decision 29 
Tree 30 

1.  Introduction 31 

A woman’s childbearing years are associated with the highest risk of depression in her lifetime [1]. This may be due 32 
to the fact that mental illnesses like depression and anxiety can be triggered substantial physiological changes [2], as 33 
well as worries about the well-being of the unborn child during pregnancy [3]. It is widely recognized that a significant 34 
number of pregnant women encounter emotional distress and anxiety throughout their pregnancy period [4]. It is 35 
estimated that depression is the most prevalent mental disorder during pregnancy, with prevalence rates ranging 36 
between 4% and 20% [5]. 37 
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Antenatal Depression, a type of depression that impacts women during pregnancy, occurs in approximately 1 out of 38 
every 7 cases, with estimated depression rates from 7 to 37.1% [4] and increasing in frequency throughout the 39 
pregnancy [6]. Studies show that low- and lower-middle-income countries have a higher occurrence of antenatal 40 
depression [7], but in both developed and developing countries, antenatal depression, and anxiety are notable risk 41 
factors for postnatal depression [8]. Globally, expectant mothers encounter anxiety during the first, second, and third 42 
trimesters at rates of 18.2%, 19.1%, and 24.6%, respectively [9]. Another research shows that first- and third-trimester 43 
depression is more common than second-trimester depression [10]. The reason for this might be that pregnant women 44 
have to prepare themselves for the problems and challenges of their upcoming life during the first trimester, and during 45 
the third trimester, when they are about to deliver their baby, they experience a great deal of stress and anxiety for 46 
parturition safely and finally becoming a mother [11]. It was also found that antenatal depression was associated with 47 
maternal perceptions of male-child preference among Iranian women. Additionally, their husbands and families exert 48 
more concealed pressure on healthy male-child favorability, leading them to depression during pregnancy [12]. As 49 
depression is a prevalent ailment among pregnant Iranian women, it seems crucial to identify and treat depression 50 
while pregnant. [13]. The importance of antenatal depression cannot be overstated: It is one of the most common 51 
psychiatric disorders, which has a severe adverse impact on both the mother and the infant [14]. Studies show that 52 
depression can cause psychological issues due to physical and hormonal changes, as well as anxiety toward labor or 53 
fetal outcomes [15]. Both the mother and the child can be adversely affected by maternal depression, anxiety, and 54 
stress during pregnancy in the long term [16]. Also, poor offspring health outcomes are associated with antenatal 55 
depression [5], and preterm birth was more likely to occur among those with depressive symptoms [17]. It is worth 56 
highlighting that, pregnant women identified with depression face an elevated risk of low birth weight, preterm birth, 57 
and cesarean sections (CSs) [18]. Additionally, according to the findings, maternal prenatal stress negatively affects 58 
offspring’s socioemotional development, whereas prenatal depression has a larger effect size than anxiety [19]. 59 
Nevertheless, it’s potentially adverse effects on both the pregnant woman and her unborn child, prenatal depression 60 
are less studied and considered than postpartum depression [20]. Also, both prenatal and postnatal depression can be 61 
caused by experiencing new life responsibilities and family expectations [21], but very little research has been 62 
conducted on antenatal depression [22]. Studies say that prenatal depression is more common and wide-spreading than 63 
postnatal depression [7] and depression rates tend to be higher during pregnancy than during the first year following 64 
delivery [23]. Previous research has shown depression and anxiety following childbirth to decrease rather than 65 
increase, although postpartum depression and anxiety have historically been the focus of more research than antenatal 66 
depression [24]. 67 

Women suffering from antenatal depression are more likely to develop postpartum depression, preeclampsia, abuse 68 
of substances, hemorrhage, develop edema, premature rupture of membranes, and suffer from severe headaches [7]. 69 
A noteworthy discovery was made, indicating that depression during pregnancy was a strong indicator of experiencing 70 
depression after childbirth [4]. Furthermore, mothers who have previously undergone antenatal depression are more 71 
prone to developing postponal depression [25]. It appears that the antenatal state plays an important role in predicting 72 
postpartum depression [26], and depression during pregnancy has been identified as one of the most significant risk 73 
factors for postnatal depression in studies focusing on the perinatal period [27]. So, in order to reduce postnatal 74 
depression and anxiety, it will be most important to treat symptoms of prenatal depression and anxiety [28]. So, it is 75 
recommended that pregnant women be aware of the symptoms of antenatal depression and seek treatment if necessary. 76 
Although the cause of antenatal depression is unknown, experts believe it is due to biological, psychological, and 77 
social factors [20]. Results showed that unemployment [7], unwanted or unexpected pregnancy [1], history of 78 
depression [2], lack of social support or partner [29], marital status [20], history of abuse or violence [2], 79 
miscarriage/pregnancy loss [30], adverse experiences in life [2], and high perceptions of stress [2], being a housewife 80 
[1], the occurrence of pregnancy complications [31], satisfaction in relationship with partner [2], newborn’s gender 81 
[12], poor socioeconomic status [32], and low-income were most important risk factors and features associated with 82 
antenatal depression. Moreover, one of the most crucial factors affecting and enhancing pregnant women’s mental 83 
health is their empowerment in making decisions regarding financial authority, parenting, and pregnancy [33].  84 

As antenatal and postnatal depression are highly prevalent and have severe consequences, prevention seems 85 
imperative [34]. It is possible to identify most factors contributing to antenatal depression at the beginning of 86 
pregnancy and pay more attention to prenatal health care. Also, the ‘Foetal programming’ theory suggests that the 87 
perinatal period is the crucial time for mental health protection efforts, and prevention models should be developed 88 
during this period [35]. So, we can modify several antenatal depression risk factors with proper interventions at the 89 
right time [20]. Unfortunately, an estimated 50% of pregnant women do not receive a diagnosis of depression or 90 
anxiety during pregnancy [36]. Besides, women who are only screened once throughout their pregnancy may also find 91 
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it difficult to diagnose antenatal depression [2], but In order to prevent or treat depression during pregnancy, proper 92 
screening for depression must be conducted [20]. As a matter of fact, the majority of women who suffer from perinatal 93 
depression do not appear to be interested in receiving treatment [37]. The results of these studies suggest that it can 94 
be deduced that prioritizing prevention over treatment is of greater significance. The utilization of machine learning 95 
(ML) tools and classifiers for prediction and forecasting purposes can be extremely beneficial in in various fields of 96 
science. Ashourloo et al. predicted wheat yield based on Sentinel-2, regression, and machine learning models [38]. 97 
YAO et al. improved Support Vector Machine Regression in Multi-Step-Ahead Prediction for Tunnel Surrounding 98 
Rock Displacement [39]. In addition, several studies are using ML classifiers in healthcare problems. Sabahi et al. 99 
developed an ML model to predict hospital mortality [40]. Haghbayan et al. used machine learning algorithms to 100 
increase the efficiency of umbilical cord blood banks [41]. Tashakori et al. developed several ML models to predict 101 
hospital NICU admission [42]. According to the findings of Shin D et al. study, the random forest performed the best 102 
out of nine supervised ML classifiers, with an AUC of 88.4% in predicting postpartum depression [43]. In Javed F 103 
and al's research, MLP and SVM classifiers were used to predict antenatal depression and anxiety with an AUC of 104 
88% and 80%, respectively [29]. 105 
We found that this common mental disorder affects many pregnant women, particularly in the later stages of their 106 
pregnancy; however, our review discovered that studies on this subject are scarce and limited. Given these findings, 107 
greater attention should be paid to pregnant women's mental health, and it is important for individuals to be aware of 108 
the symptoms and risk factors associated with antenatal depression and to seek treatment if necessary. The studies we 109 
considered also reveal that the third trimester of pregnancy is the most vital period for antenatal depression. Thus, we 110 
focused on using ML to predict antenatal depression during this period which is an essential tool for timely prevention 111 
and action. Currently, the lack of using ML tools in research on antenatal depression hinders progress in this area. 112 
Based on our review, a significant amount of research is focused on postpartum depression rather than antenatal 113 
depression. Furthermore, to prevent or effectively intervene in antenatal depression, it is crucial to understand the risk 114 
factors that may contribute to its development. Ultimately, this study seeks to bridge the identified gap by establishing 115 
a foundation for efficient prevention, treatment, and comprehensive comprehension of antenatal depression. The main 116 
contributions of this research are: 117 

• Different ML algorithms were developed to predict antenatal depression in the 3rd trimester of pregnancy 118 
based on real data. 119 

• For each algorithm, the most important features for predicting prenatal depression in the 3rd trimester were 120 
determined. 121 

• The TOPSIS method was implemented as multi criteria decision making (MCDM) to rank the performance 122 
of ML algorithms based on ML evaluation metrics. 123 

These contributions are discussed in detail in the following sections. 124 

2. Experimental setup 125 

The objective of this study is to anticipate antenatal depression during the 3rd trimester, with the aim of halting its 126 
progression. We employed a comprehensive approach utilizing seven ML algorithms, namely KNN, DT, RF, Bagging, 127 
SVM, MLP, and NB. The research is conducted through three key stages, namely pre-processing, modeling, and 128 
evaluating. The research is conducted through three key stages, namely pre-processing, modeling, and evaluating, as 129 
illustrated in Fig 1. 130 

#Please Insert Figure 1 around here# 131 

2.1 Dataset 132 

In this study, we aim to create a model for predicting antenatal depression with the Iranian Hospital, Tehran, Iran 133 
dataset. This dataset conducted a nested case-control study between 2014 and 2016 on hypothyroid pregnant women 134 
[36]. This study includes 62 women who were pregnant with either boys (49.5%) or girls (50.28%) and had normal 135 
pregnancies or prenatal depression. Among mothers with depression, 17 (27.87%) are expecting boys, and 12 136 
(19.67%) have girls. The women who participated in the study were between 18 and 40 years old, without any 137 
autoimmune or systemic diseases field [36], and had a BMI between 20.07 and 30.44. Additionally, they had no 138 
previous history of pregnancy complications, did not use infertility medication, had a healthy socio-economic status, 139 
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and did not have any history of psychotic disorders or recent experiences with traumatic events (such as the loss of a 140 
loved one, or financial difficulties) or mood disorders field [36]. The exclusion criteria included unwillingness to 141 
participate, autoimmune or thyroid disease that occurred during pregnancy, new-onset systemic disorders, medication 142 
use other than typical supplements, hyperemesis gravidarum, pregnancy-related abnormalities, and major life changes 143 
[36]. Overall, the dataset consisted of 176 attributes including answers to the Hamilton depression questionnaire and 144 
postpartum-related features that were either omitted or grouped into one feature. Table 1 depicts the details of all 145 
attributes. 146 

#Please Insert Table 1 around here# 147 

 148 
 2.2 Data preprocessing 149 

The process of data preparation is a critical phase in which data is made ready for analysis through various procedures 150 
such as cleaning, transforming, and integrating. The goal of data preprocessing is to improve the quality of data for a 151 
specific data mining operation. This involves various steps such as removing outliers, handling missing values, dealing 152 
with categorical variables, standardization, and selection of relevant features to be used in building classifiers. 153 

2.3 Dealing with Outliers 154 

Given that our dataset is relatively small, we cannot rely on outlier removal [44]. Instead, we need to replace such 155 
extreme values with alternatives. To handle outliers in the anti-TPO, we carefully examined the box plot and relied 156 
on the interquartile range to identify any anomalies. We replaced such outliers with missing data. In addition, we 157 
removed the record entirely from the delivery age when a patient indicated a miscarriage occurring at 9 weeks of 158 
gestation to maintain data consistency. 159 

2.4 Dealing with missing values 160 

Table 2 presented the number of missing values in each feature. In this dataset, some variables had missing values that 161 
were filled using information derived from other variables of the same participant. For instance, there were no missing 162 
values in the BMI for any of the trimesters, but for some individuals, it was zero, which is not a meaningful value for 163 
BMI and thus was replaced with the Nan value. At first, we decided to fill in the missing values which were related 164 
to the weight of the patients. We found that the difference between the mother's weight before and after pregnancy in 165 
the first trimester was an average of five kilograms, which we used and fill in the missing values in these features. The 166 
same approach was applied to all weights in the different trimesters. After imputing missing values with proper values, 167 
we were able to use the patients’ height to fill in the missing values in the BMI. To determine the child's gender, we 168 
used the type of delivery, which showed that most male children were born through a procedure other than natural 169 
delivery, while most female children were born naturally. The delivery age was populated with the median of the 170 
recent miscarriage for common complaint pregnancy. Finally, we replaced missing values in the anti-TPO with its 171 
average value.  172 

#Please Insert Table 2 around here# 173 

2.5 Dealing with categorical columns 174 

In order to transform categorical features into numerical ones, we utilized the Label Encoder from the Sklearn library, 175 
given that there were a limited number of distinct values present in these features. Some of the features in our dataset 176 
were binary and contained only two values, while others were more diverse, such as the mother's education, which 177 
ranged from sub-Diploma to Ph.D. However, since these values have an inherent ranking relationship, they could be 178 
easily encoded using this method. 179 

2.6 Normalization 180 

In order to improve the performance of our models, we utilized the Standard-Scaler function from the Sklearn library, 181 
which allowed us to scale our features to a range of 0 to 1. By doing so, we were able to ensure that all of our variables 182 
were within the same range, which is an important step in improving model performance.  183 
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2.7 Balance 184 

Based on the information presented in the pie chart in Fig 2, we can infer that the distribution of antenatal depression 185 
prevalence in the data is relatively even. 186 

#Please Insert Figure 2 around here# 187 

2.8 Model Development 188 

The dataset was divided into two distinct sets: an 80% portion designed as the training set, the remaining 20% allocated 189 
as the testing set, and a specific shuffle mode was used to maintain consistency in the results. Feature selection 190 
techniques were utilized to enhance the performance of each model employed. Additionally, the parameters of each 191 
model were adjusted to find the optimal combination that would yield the highest possible accuracy. 192 

2.9 Feature Selection 193 

The purpose of the feature selection step is to identify a limited set of features that are relevant and useful for the 194 
analysis by removing redundant and irrelevant features [45]. In our study, we evaluated four different feature selection 195 
methods: PCA (principal component analysis), XTC (extra tree classifier), Fisher score, and a combination of XTC 196 
and Fisher score. The ranking of each feature based on each method is presented in Table 3, where a higher ranking 197 
number indicates the greater significance of the feature. Interestingly, the variable related to the father's job did not 198 
receive a ranking number in the Fisher score analysis. We selected the top 12 features based on their ranking scores 199 
for the Fisher score method and utilized the top 13 features for the Extra Tree Classifier. 200 

#Please Insert Table 3 around here# 201 

2.10 Feature importance 202 

In ML, determining feature importance as well as visualizing related results are crucial [45]. Given its 203 
straightforwardness and ability to be easily understood, feature ranking proves especially valuable in fields like 204 
biomedicine and social sciences [46]. the value of the coefficient associated with each feature is employed to ascertain 205 
the significance and ranking of each feature [47]. The feature importance or coefficient scores of these classifiers are 206 
presented in their respective sections. The ranking and importance of features are also visualized in Fig 3.  207 

#Please Insert Figure 3 around here# 208 

3. Model Development 209 

The data set was partitioned into a training subset and a testing subset. Then, different classifier were developed to 210 
predict antenatal depression in the 3rd trimester of pregnancy. 211 

3.1 Classification 212 

ML classification is a key aspect of AI, allowing for precise data predictions and categorization. In this study, we 213 
utilized SVM, DT, RF, KNN, NB, MLP, and Bagging classifiers. 214 

3.2 Evaluation Metrics 215 

Various evaluation metrics, such as accuracy (how often does a machine learning model correctly predict an outcome), 216 
recall (the portion of the positive samples is correctly labeled), specificity (percentage of true negatives correctly 217 
identified), precision (how often does a machine learning model correctly predict the possetive class), F1 score (the 218 
average of precision and recall), false possetive rate (FPR) , and false negative rate (FNR), were employed to gauge 219 
the performance of the models. 220 
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3.2.1 Confusion Matrix:  221 

The confusion matrix is a tabular representation that assesses the performance of a classification algorithm. It provides 222 
insight into the model’s performance and allows easy comparison between different classifiers. In contrast, the 223 
confusion matrix provides essential metrics such as accuracy, precision, recall, and f1-score, enabling a comprehensive 224 
evaluation of a classification model’s performance [48]. Table 4 demonstrates the confusion matrix of our study. The 225 
following formulas were developed based on this study [49]. 226 

#Please Insert Table 4 around here# 227 

 

Python 3.8.8 is used to develop and apply all supervised ML models. The entire task was executed on a Windows 228 
operating system installed on an Intel(R) Core(TM) i7-10750H CPU @ 2.60GHz, operating 2592 Mhz, with 6 Core(s) 229 
and 12 Logical Processor(s). 230 

3.2.2 Topsis  231 

Technique for Order Preference by Similarity to Ideal Solutions (TOPSIS) is a numerical technique utilized in the 232 
field of multi-criteria decision-making (MCDM). The mathematical model is straightforward and can be applied to a 233 
wide range of applications [50]. Furthermore, TOPSIS serves as a compensatory method that permits trade-offs among 234 
criteria, enabling a satisfactory outcome in one criterion to compensate for a subpar result in another [51]. Within this 235 
approach, the optimal solution is determined by its proximity to the positive-ideal solution and its distance from the 236 
negative-ideal solution [52]. Consequently, the alternatives are ranked based on an overall index derived from the 237 
distances between the alternatives and the ideal solution [53]. 238 

4. Result and Discussion 239 

 4.1 Result of exploratory data analysis (EDA) 240 

In this study, Exploratory Data Analysis (EDA) method was utilized to analyze and summarize the dataset, to gain a 241 
better understanding of its characteristics [45]. A heatmap in Fig 4 was generated to demonstrate the correlation 242 
between features and antenatal depression in 3rd trimester. The strength of the correlation is represented by the lighter 243 
color of the cell. Additionally, KDE plots were produced in Fig 5 to show the density distribution between depressed 244 
and non-depressed mothers. According to the KDE plot, mothers with a BMI between 25.8-38, age between 19-45, 245 
anti-TPO serum between 1-132, and a monthly income of 1.2-8 million toman are more likely to experience antenatal 246 
depression. Furthermore, the bar plot for discrete features is plotet and one of the bar plots in Fig 6 was created to 247 
display the probability of antenatal depression among mothers expecting male infants. 248 

#Please Insert Figure 4 around here# 249 

#Please Insert Figure 5 around here# 250 

#Please Insert Figure 6 around here# 251 

4.2 Result of machine learning analysis 252 

In this research, various classification algorithms were utilized including DT, bagging DT-based, RF, MLP, SVM, 253 
KNN, and NB after data preprocessing which involved detecting and replacing outliers and missing values, 254 
standardizing, and encoding. The predictor’s performance was evaluated using the train-test-split technique, and 255 
assessment metrics such as accuracy, sensitivity, specificity, precision, F1 Score, AUC-ROC, FPR, and FNR were 256 
employed. The predictors were ranked using topsis for four different feature selection methods including Fisher score, 257 
XTC, PCA, and the combination of Fisher score and XTC. The most promising result was achieved using DT without 258 
implementing any feature selection methods. In each algorithm, the best result is found based on a variety of different 259 
feature selection methods which contain DT without any feature selection with the topsis rank of 1, bagging with 260 
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Fisher score with the rank of 2, SVM with no feature selection with a rank of 10, SVM without any feature selection 261 
with a rank of 10, and RF, MLP, KNN, and NB with the combination of XTC and Fisher score with a rank of 2, 4, 11 262 
and 18. Table 5 shows the prediction result of all seven models across the feature selection methods. Among the best-263 
chosen models in each feature selection method, topsis was used to illustrate the differences between all evaluation 264 
metrics in Figure 7.  Table 6 presented the best parameters sets for the best model of each feature selection method. 265 
The top 12 most contributing features were also identified and ranked based on their inclusion in the seven models in 266 
Table 7. 267 

#Please Insert Table 5 around here# 268 

#Please Insert Figure 7 around here# 269 

#Please Insert Table 6 around here# 270 

#Please Insert Table 7 around here# 271 

The study findings suggest that ML models can be effectively employed to achieve accurate predictions of antenatal 272 
outcomes. The top 14 features identified by our models, which included factors such as the gender of the baby, 273 
maternal education and job, maternal BMI in the third trimester, and previous pregnancy history, can be useful 274 
indicators for predicting antenatal outcomes. We employed seven different ML models, including decision trees, 275 
bagging-decision tree-based, random forests, K nearest neighbor, multilayer perceptron, support vector machine, and 276 
naive bayes, and used four different feature selection methods to optimize our model including PCA, fisher score, 277 
extra tree classifier and the common features between the fisher score and XTC. The Features returned by fisher score 278 
are preeclampsia, anti-TPO, father's education, sex, miscarriage, income, BMI in the third trimester, age, mother's 279 
education, parity, and Recent miscarriage. The Features selected by the extra tree classifier are the father's education, 280 
BMI 3, anti-TPO, fetal distress, father’s job, age, monthly income, sex, mother’s education, miscarriage, gravid, and 281 
mother’s job respectively. We combined XTC and fisher score’s selected features to build a new feature selection 282 
method and attempt to boost the models’ performance. The commonly selected features among these two feature 283 
selection methods are anti-TPO, sex, monthly income, mother’s education, BMI3, age, father’s education, and 284 
miscarriage. Most of the models performed better when common features among XTC and fisher score were used. To 285 
find the best feature selection for each model we used topsis to prioritize ML-models combination with feature 286 
selection. The best models are DT-o (accuracy = 0.92, AUC = 0.92 ), bagging-f (accuracy = 0.92, AUC = 0.93  ), RF-287 
c (accuracy = 0.92 , AUC = 0.93 ), MLP-c (accuracy = 0.86 , AUC = 0.85 ), SVM-o (accuracy = 0.77, AUC = 0.77 ), 288 
KNN-c (accuracy = 0.77 , AUC = 0.79 ), and NB-c (accuracy = 0.54 , AUC =  0.51) respectively. Most of the results 289 
for predicting antenatal outcomes were AUC= 0.82 [54] and AUC= 0.84 [55], whereas we achieved a higher accuracy 290 
of  0.93. Our study also revealed interesting findings related to factors that can impact antenatal outcomes, such as 291 
pregnancy-related complaints, including back pain [56], and unemployment [7]. Our study also confirms the findings 292 
of a study of Iranian women that antenatal depression is associated with a preference for male children [12]. 293 

Several strengths were demonstrated in our study. To begin with, we consulted the results of a nested case-control 294 
study conducted by Iranian Hospital on pregnant women. As part of the feature selection process for building ML-295 
based prediction models, several significant features were selected. Despite these strengths, there are also limitations. 296 
For instance, we used a relatively small dataset, thus future studies could benefit from larger datasets to achieve even 297 
better results. Antenatal depression was based on the Hamilton depression rating scale, therefore there may be 298 
information bias. We also observed that some well-known features, such as marital status[20], level of social support 299 
[29], and history of depression[7], were not included in our study which are important features. Additionally, we only 300 
employed traditional ML methods, and future research could explore the use of more complex predictors, such as 301 
artificial neural networks. In conclusion, our study adds to the existing body of research focused on utilizing ML for 302 
predicting antenatal outcomes, shedding light on the potential of these methods to enhance the well-being of both 303 
mothers and their unborn babies. 304 

4. Conclusion 305 

Antenatal depression is a significant mental health concern that can have profound effects on both pregnant women 306 
and their children. This study aimed to evaluate the efficacy of various machine learning algorithms in predicting 307 
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antenatal depression using different input variables. Seven algorithms were tested, along with four feature selection 308 
methods, to determine the most precise prediction model. The results indicated that utilizing a combination of XTC 309 
and Fisher scores produced the highest accuracy across the majority of models. Particularly, the Decision Tree and 310 
Bagging classifier demonstrated superior accuracy compared to other models within the three feature selection 311 
methods.Key features for antenatal depression prediction in the third trimester were identified, including preeclampsia, 312 
fetal distress, miscarriage, recent miscarriage, gravid, anti-TPO, monthly income, fathers' education, mothers' 313 
occupation, BMI in the third trimester, menstrual history, and fathers' occupation. However, it is important to note 314 
that this study has limitations, such as being conducted in a single hospital in Tehran and having a limited sample size. 315 
These factors may impact the generalizability of the results to a larger population. Further research in diverse locations 316 
with larger sample sizes is necessary to validate the findings and enhance the accuracy of machine learning tools for 317 
predicting antenatal depression. 318 
 319 
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Fig 3. An illustration of the feature importance for each mode 525 

 526 



14 

 

 527 
 Fig 4. Heatmap showing correlations among all the features of the dataset 528 



15 

 

 529 

 530 

Fig 5. A KDE plot is presented for both people with depression and non-depression based on the distribution of 531 
features 532 



16 

 

 533 

 534 
 535 
 536 
 537 
 538 
 539 
 540 

Fig 6. Barplots for both people 541 
with depression and non-depression 542 



17 

 

 543 

Fig 7. Comparison between  the evaluation metrics of the best-chosen models in each feature selection method by 544 
topsis ranking 545 

Tables 546 

Table 1. Illustration of the details among all the features in the study 547 

SN Attribute name Description Type 

1 Sex Gender of the fetus, male = 1, female = 0 Nominal 

2 Preeclampsia If exists 1, else 0. Nominal 

3 Fetal distress If exists 1, else 0. Nominal 

4 Miscarriage If exists 1, else 0. Nominal 

5 Recent miscarriage If exists 1, else 0. Nominal 

6 Age 
Age of the mother at the begging of this 

questionnaire 
Numerical 

7 Gravid The number pregnancy Numerical 

8 Anti TPO 

Anti-TPO is an autoantibody produced by 

the immune system. It causes thyroid 

inflammation and the higher it is, the 

greater the risk of miscarriage 

Numerical 

9 Monthly income Parents' income Numerical 

10 Father's education 

High school = 0, Diploma = 1, Associate 

degree = 2, Masters = 3, Bachelor = 4, 

P.H.D = 5 

Nominal 

11 Mother's education 

High school = 0, Diploma = 1, Associate 

degree = 2, Masters = 3, Bachelor = 4, 

P.H.D = 5 

Nominal 

12 Mother's job If exists 1, else 0. Nominal 

13 BMI 3 Body mass index Numerical 
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14 Parity 

Pregnancies that culminated in the delivery 

after a gestational period of ≥ 6 months, 

resulting in either a live birth or a stillbirth. 

Nominal 

15 live child Number of mother’s child Numerical 

16 
Common complaint 

Pregnancy 

Common experience during pregnancy 

include Morning sickness, Constipation, 

the need for pain management, Chanbes in 

skin, and Swelling in ankles, feet and 

fingers. 

Nominal 

17 Menstrual History Regular 1, else 0. Nominal 

18 Father's job Employee 1, else 0. Nominal 

19 Dep in 3st T 

If the patient has antenatal depression 1, 

else 0. 

 

Nominal 

 548 

Table 2. The number of missing values in the dataset 549 

Attributes No. of missing values 

Common complaint Pregnancy 19 

anti TPO 6 

Weight 3 6 

Weight 2 3 

Sex 2 

Delivery age 1 

Menstrual History 1 

 550 

Table 3. Features’ rank in selection methods 551 

Features Fisher Score XTC Score 

Sex 14 0.044298 

Preeclampsia 17 0.027560 

Fetal distress 0 0.082824 

Miscarriage 13 0.039890 

Recent miscarriage 6 0.022794 

Age 9 0.076264 

Gravid 5 0.039810 

Anti TPO 16 0.086461 

Monthly income 11 0.075798 

Father's education 15 0.098887 

Mother's education 8 0.043405 

Mother's job 1 0.036786 

BMI 3 10 0.090735 

Parity 7 0.024571 

live child 3 0.025127 

Common complaint 

Pregnancy 

4 0.011660 

Menstrual History 2 0.090311 

Father's job - 0.082818 

 552 

 553 
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 554 

 555 

Table 4. Confusion Matrix 556 

Predicted 

Antenatal Depression No Antenatal Depression 

FP TN No Antenatal Depression 

Actual 

TP FN Antenatal Depression 

 557 

Table 5. Result of the seven predictors with different feature selections 558 

 
Classifier 

Model 
Accuracy Sensitivity Specificity Precision 

F1 

Score 
AUC FPR FNR 

Topsis 

Rank 

Original 

Data 

*DT-o 92% 100% 83% 88% 93% 91.67% 16.67% 0% 1 

Bagging-o 92% 86% 100% 100% 92% 82.86% 0% 14.29% 3 

RF-o 77% 71% 83% 83% 77% 77.38% 16.67% 28.57% 10 

MLP-o 85% 71% 100% 100% 83% 85.71% 0% 28.57% 7 

*SVM-o 77% 71% 83.33% 83% 77% 77.38% 16.67% 28.57% 10 

KNN-o 62% 86% 33% 60% 71% 59.52% 66.67% 14.28% 17 

NB-o 54% 71% 33% 56% 63% 52.38% 66.67% 28.57% 19 

XTC + 

Fisher 

DT-c 92% 86% 100% 100% 92% 92.86 % 0% 14.29% 2 

Bagging-c 85% 100% 66.67% 78% 88% 83.33% 33.33% 0% 6 

*RF-c 92% 86% 100% 100% 92% 92.86% 0% 14.29% 2 

*MLP-c 86% 86% 83.33% 86% 86% 84.52% 16.67% 14.29% 4 

SVM-c 69% 67% 83% 80% 67% 70.24% 16.67% 42.86% 14 

*KNN-c 77% 57% 100% 100% 73% 78.57% 0% 42.86% 11 

*NB-c 54% 86% 16.67% 55% 67% 51.19% 83.33% 14.29% 18 

XTC 

DT-x 86% 86% 83.33% 86% 86% 84.52% 16.67% 14.29% 4 

Bagging-x 85% 86% 83.33% 86% 86% 84.52% 16.67% 14.29% 5 

RF-x 69% 71% 66.67% 71% 71% 69.05% 33.33% 28.57% 12 

MLP-x 85% 71% 100% 100% 83% 85.71% 0% 28.57% 7 

SVM-x 62% 43% 83.33% 75% 55% 63.10% 16.67% 57.14% 16 

KNN-x 75% 86% 50% 67% 75% 67.86% 50% 14.29% 13 

NB-x 54% 86% 16.67% 55% 67% 51.20% 83.33% 14.29% 18 

Fisher 

Score 

DT-f 77% 71% 83.33% 83% 77% 77.38% 16.67% 28.57% 10 

*Bagging-f 92% 86% 100% 100% 92% 92.86% 0% 14.29% 2 

RF-f 85% 71% 100% 100% 83% 85.71% 0% 28.57% 7 

MLP-f 85% 86% 83.33% 86% 86% 84.52% 16.67% 14.29% 5 

SVM-f 77% 71% 83.33% 83% 77% 77.38% 16.67% 28.57% 10 

KNN-f 77% 57% 100% 100% 73% 78.57% 0% 42.86% 11 

NB-f 54% 86% 16.67% 55% 67% 51.19% 83.33% 14.29% 18 

PCA 

DT-p 92% 86% 100% 1% 92% 92.86% 0% 14.29% 8 

Bagging-p 85% 100% 66.67% 78% 88% 83.33% 33.33% 0% 6 

RF-p 77% 86% 66.67% 75% 80% 76.19% 33.33% 14.29% 9 

MLP-p 77% 57% 100% 100% 73% 78.57% 0% 42.86% 11 

SVM-p 54% 57% 50% 57% 57% 53.57% 50% 42.86% 20 

KNN-p 69% 86% 50% 67% 75% 67.86% 50% 14.29% 15 

NB-p 54% 57% 50% 57% 57% 53.57% 50% 42.86% 20 

* The best result for each model according to its feature selection method 559 

 560 

 561 
 562 
 563 
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 564 
 565 
 566 
 567 

Table 6. Hyper tunning for the best models in each feature selection method 568 

DT-O Value DT-C Value RF-C Value DT-X Value Bagging-F Value Bagging-P Value 

criterion entropy criterion entropy criterion entropy criterion entropy criterion entropy criterion entropy 

splitter random splitter random n_estimators 10 splitter random splitter random splitter random 

max_depth 9 max_depth 14 max_depth 8 max_depth 7 max_depth 14 max_depth 5 

max_features sqrt max_features sqrt max_features log2 max_features auto max_features sqrt max_features sqrt 

random_state 101 random_state 1 random_state 101 random_state 356 random_state 1 random_state 1 

- - - - - - - - n_estimators 13 n_estimators 19 

- - - - - - - - random_state 1 random_state 1 

 569 

Table 7. The top 12 most contributing features ranked based on their inclusion in the seven ML models 570 

Features Frequency DT Rank 
Bagging 

Rank 
RF Rank MLP Rank SVM Rank KNN Rank NB Rank 

Sex 7 11 6 10 10 3 4 10 

Mother's 

education 
6 - 10 9 3 6 9 4 

Mother's job 6 7 11 11 9 - 6 4 

BMI 3 6 3 12 3 8 2 - - 

Common 

complaint 

Pregnancy 

6 2 4 - 5 8 2 8 

Menstrual 

History 
6 1 8 7 7 7 - 7 

Father's 

education 
5 6 - 5 1 10 10 - 

Gravid 5 8 - 6 2 - 7 12 

Preeclampsia 4 - - - 6 11 1 6 

live child 4 - - 12 - 9 5 3 

Miscarriage 4 10 1 - - - 12 1 

Recent 

miscarriage 
4 5 5 - 4 1 - - 

Age 4 4 2 4 - - 11 - 

Anti TPO 4 - - 1 - 5 3 11 

Monthly 

income 
3 12 - - - 12 8 - 

Fetal distress 3 9 7 - 11 - - - 

Parity 3 - 3 - - 4 - 9 

Father's job 2 - - 8 - - - 2 
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