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Abstract 

Electromagnetic actuators are highly effective for manipulating flexible nanoscale objects, with Hybrid Reluctance Actuators 

(HRA) being a notable type. HRAs feature an iron core with an embedded magnet to strengthen the magnetic field. By 

adjusting the flux in the yoke using coil wires, HRAs can apply precise forces to the driven component. This paper formulates 

the HRA circuit model, incorporating structural uncertainties and nonlinear state-space equations. The key distinction of this 

system is the combination of nonlinear inputs with state variables. A model-based dual-mode control algorithm is developed 

for effective HRA control, employing power reaching laws for position and velocity control to ensure stability and accuracy. 

The actuator system faces constraints, leading to saturation limitations on electromagnetic force. This work innovatively 

includes actuator constraints in control law extraction, enabling the system to track a modified desired trajectory. A one-step 

predicting cost function for mode selection is defined, allowing the controller with the smaller cost function to be chosen. An 

adaptive lookup table is used to manage the complex direct dynamics, updated at each time step to link control input and 

electromagnetic force. MATLAB simulations confirm the control algorithm's performance, achieving 2 nm precision within 

saturation limits. 
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1. Introduction 

Electromagnetic positioners, essential in nanoscale control, find applications in nanotechnology, materials science, 
microscopy, and precision instrumentation  [1–4],.[5] They enable sub-nanometer accuracy through mechanisms like 
piezoelectric nano-positioners [6,7], [8], [9]. Electromagnetic positioners [10–12] offer high force for special scanning systems 
and force-based microscopy, as documented in the same reference, while flexure-based nano-positioners excel in stability 
[13]. Hybrid nano-positioners [14,15] combine principles for precision and adaptability, revolutionizing nanoscale control 
[16]. Lorentz actuators excel in high-precision positioning due to their low mechanical stiffness, linear current-force relation, 
and favorable dynamics. This stiffness minimizes external motion transfer, caused by vibrations or actuator reaction forces, 
reducing support structure resonances. However, Lorentz actuators have limitations, such as a modest force constant limiting 
acceleration and stroke [17]. The Hybrid Reluctance Actuator (HRA) combines the principles of reluctance and permanent 
magnetism, offering improved force-to-weight ratios and enhanced linearity. As a result, HRAs have found value in a range 
of applications, including metrology, optical scanning, system stabilization, material processing, and semiconductor 
manufacturing. Their reliability is especially advantageous for system stabilization, while their efficient actuation contributes 
to material processing efficiency. In the semiconductor manufacturing industry, HRAs play a pivotal role in achieving precise 
and consistent results [18–20]. These innovations have significantly advanced the field of nanoscale control. 
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Xinyi Su et al. achieved a satisfactory accuracy in calculating the electromagnetic forces for HRAs by comparing the 
electromagnetic force in analytical models with finite element analysis (FEA) methods [21]. Kluk et al. focused on modeling 
and disregarded the influence of coil current in the permanent magnet branch [22]. Ito et al. considered the effects of field 
fringing and flux leakage, using a coefficient in the magnetic motive force of permanent magnet calculated through the FEM. 
These nonlinear effects were only taken into account in the permanent magnet and were neglected in air gaps and coils [18]. 
Weipan Zhang et al. achieved good accuracy in their modeling approach by designing HRAs while considering leakage in coils 
and permanent magnets and comparing it to the FEM method [21]. Laboreo et al. addressed various factors like input 
saturation, Eddy currents, flux fringing, and magnetic hysteresis for a single-coil HRA, comparing it with the FEM approach 
[23]. In another article, an HRA with two degrees of freedom was simulated using a multi physics finite element model, and 
its frequency response was validated and compared to two other systems' frequency responses [24].  

In recent research endeavors, several innovative approaches have been explored to enhance the precision and performance 
of reluctance actuators. These methods aim to address inherent nonlinearities [25], improve linearity, and reduce 
susceptibility to disturbances, ultimately striving for superior positioning capabilities. In this introduction, the key findings 
and challenges encountered in these pioneering studies will be briefly overviewed. One notable advancement in this field is 
the application of feedback linearization techniques by Ines Burgstaller [26]. Their approach promises smooth and high-
precision positioning, marking a significant step forward in the realm of the nano-positioner systems. However, it is important 
to note that the successful implementation of this method demands meticulous modeling precision and operates optimally 
within specific operational parameters. Challenges may arise, particularly in scenarios involving slow motion, making it 
imperative for engineers to consider precise engineering considerations during implementation. Another promising avenue 
explored by Ito et al. involves the control strategy for sample-tracking vibration isolators using HRAs [19]. Their strategy 
incorporates a PID controller with phase lead and notch filters, resulting in improved precision, enhanced vibration rejection, 
and faster response times. Nevertheless, this approach faces challenges related to parameter sensitivity and limitations when 
dealing with frequencies beyond the designed notch filters, underscoring the need for careful parameter tuning and 
consideration of system constraints. Ernst has contributed to the field by developing a control method for HRAs aimed at 
achieving precise position control by shaping the frequency response to meet performance requirements. This approach 
offers advantages such as decoupled control and flexibility with PID controllers [27]. However, it presents challenges related 
to Eddy currents, controller complexity, and sensitivity to sampling frequency, underscoring the importance of accounting 
for these factors in practical applications. In a quest for energy efficiency, Ito et al. have investigated a gravity compensation 
method for HRAs utilizing zero-current control [4]. This approach reduces power consumption during gravity compensation 
while maintaining system stability and precision. However, it introduces complexities and limitations, such as hysteresis and 
critical velocity constraints, which require careful management in real-world applications. Kluk has designed an orientation-
independent system for effective operation, addressing challenges posed by hysteresis and critical velocity limits [22]. While 
his system is suitable for low-velocity movements, it may not be well-suited for high-speed applications. Additionally, 
sensitivity to external vibrations in the current control loop's bandwidth may necessitate additional measures for stability 
and accuracy in the presence of disturbances. In the pursuit of nano-positioner stability, Ito et al. have focused on feedback 
control, employing lead compensators, notch filters, and PI controllers [18]. They have introduced modeling-free Iterative 
Integral Control (IIC) for nonlinear compensation, offering adaptability but potentially longer convergence times. Precision 
sensors are of utmost importance in this context, as inaccuracies can disrupt nano-positioner, emphasizing the need for 
sensor precision to ensure system reliability and performance. 

In the realm of modeling, various non-structural uncertainties such as Eddy currents, hysteresis losses, input saturation [28], 
field fringing, Electromagnetic Interference (EMI), and flux leakage have been carefully taken into account. Different control 
methods, including linear feedback control [29], PID control, and current control, have been applied [4,19,22,23,26,30]. To 
reduce the complexity in the governing equations of the control system, specific assumptions have been made, resulting in 
the linearization and simplification of control system equations. Additionally, software tools like Maxwell,  ANSYS have been 
employed to gauge the extent of nonlinear effects caused by these factors [18,22].  

The subsequent sections of this article are structured as follows: Section 2 encompasses the comprehensive modeling of the 
system and the extraction of open-loop equations. It introduces a second-order linear oscillatory actuator, bridging the 
control input and voltage, formulates the system state-space equations, and employs the Adams-Bashforth and Adams-
Moulton methods for discretization. Furthermore, it presents a hybrid two-mode control algorithm based on reaching law 
principles. The section also addresses the integration of actuation system constraints into the desired trajectory filtering 
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mechanism, the switching control mode mechanism, and the utilization of an adaptive lookup table for control input 
calculation. In Section 3, the simulation procedure is elucidated, outlining the systematic process with the defined parameters 
within the relevant setup. Subsequently, a comprehensive analysis of the simulation results is provided, accompanied by 
detailed explanations and pertinent examinations. These outcomes effectively illustrate the performance of the control 
system. At the end, Section 4 serves as a culmination of this research endeavor, summarizing the findings and evaluating the 
performance of the proposed control system in the conclusion. 

2. Control System Modelling 

In this section, we initially elucidate the process of designing and implementing the control system. Subsequently, the 
scrutinized system is comprehensively delineated, and its equations are extracted in detail. Following the derivation of the 
open-loop system equations, a control algorithm has been designed, and its functional structure can be observed in Fig. 1. 

Based on the closed-loop system considering the mathematical model of the vibratory mass coupled with an electromagnetic 
actuator, an appropriate control algorithm for trajectory tracking can be designed as depicted in Fig. 1. In this article, at first 
the continuous-time system equations are discretized to obtain a prediction of the system dynamics. Using the discretized 
equations and stable reaching laws for both position and velocity control modes, the electromagnetic force is computed. 
These reaching laws are designed to establish a relationship between the tracking error in the current and future time steps. 
Employing both position and velocity control modes ensures that when one of the reaching laws is not satisfied due to 
actuation system constraints, the other mode remains stable, ensuring overall system stability at all times. Considering the 
operational limitations of the actuator, such as saturation limits and natural frequency constraints, it's possible that in some 
situations, the reaching law may lose its stability, resulting in degraded tracking performance. Therefore, it's crucial to take 
into account these actuation system constraints in the control system design. This aim is achieved by filtering the desired 
trajectory using a filtering mechanism. By filtering the position and velocity references, confidence can be maintained that 
the system's closed-loop stability is preserved even in the presence of actuator limitations. To calculate the electromagnetic 
force for each of the position and velocity control modes, the final electromagnetic force must be determined in a switching 
manner between these control modes. This is accomplished by comparing the predictive tracking error between the two 

control modes, and the optimal mode is selected. The use of the weighting factor pvW , which represents the significance of 

velocity tracking error in the cost function of the comparator, allows for the adjustment of the control system's behavior. 
Once the required electromagnetic force for system control is determined, the corresponding control input must be 
calculated. This is achieved using an adaptive lookup table that is designed to map control inputs to various electromagnetic 
force levels within the saturation limits. This table requires real-time updates to adapt to varying system conditions [31],[32]. 

2.1. Open Loop Equations of HRA 

In this section, the open-loop system equations are first derived and subsequently utilized for the design of the control 
system. The desired system in the Fig. 2-a consists of a ferrous core (iron yoke), a permanent magnet, a coil on the left side, 
and a movable mass with flexible supports at a specified distance from the ferrous core. The permanent magnet, by 
generating a constant and stable magnetic flux, allows it to overcome the equivalent stiffness of the flexible supports. The 
coil on the left side is also powered by a voltage source. 

To obtain the governing equations for this system, one should start by constructing the equivalent electromagnetic circuit 
[22]. Then, by applying Kirchhoff's laws, the fluxes through each of the three paths within the ferrous core can be determined. 
Next, utilizing the Maxwell stress tensor, the resulting force generated by the variable flux can be computed. Lastly, by 
applying Newton's second law, the differential equations that govern the HRA system dynamics can be derived. 

2.1.1. Equivalent Circuit of HRA 

According to the diagram in Fig. 2-b, the equivalent circuit for the electromagnetic part of the system is drawn under the 
following set of assumptions: 

• The iron core is considered ideal. 
• Field fringing effects are neglected . 
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• Magnetic leakage in the permanent magnet and coil is disregarded . 
• A constant permeability of the core material is assumed. 

As shown in the Fig. 2-b, there are four resistances in order from left to right, LR  represents the air resistance between the 

movable mass and the iron core on the left side, PR  represents the resistance of the permanent magnet, AR  represents the 

air resistance between the movable mass and the permanent magnet, and RR  represents the air resistance between the 

movable mass and the iron core on the right side. The relationships for these resistances are as shown in Eq. (1). 

0 0 0 0 0

, , , ,
p g g p AA

P A L R M

l x x x x l ll
R R R R R

A A A A A    

− + +
= = = = =

 

(1) 

Where x x is the position of the movable mass, and gx  is the distance of the movable mass from either side of the iron core 

at 0x = . Pl  and Al  represent the length of the permanent magnet and the constant air gap distance between the 

permanent magnet and the movable mass respectively. The 0  is the permeability of the air, and A  is the cross-sectional 

area through which magnetic flux passes perpendicular to it. The coil and the permanent magnet are sources of magnetic 

flux. The magnetic driving force produced by the coil and the permanent magnet is described in Eqs. (2), (3). 

C NI =  
(2) 

0P PM l =  
(3) 

Where N  is the number of turns of the coil, 0M  is the magnetic field strength per unit length for the permanent magnet, 

and I  is the current passing through the coil. By applying Kirchhoff's Voltage Law (KVL) and Kirchhoff's Current Law (KCL), the 

magnetic fluxes on the left and right sides of the circuit are determined, as described in Eqs. (4), (5). Given that a voltage 

source is used to drive the current in the coils, v  is the applied voltage, and R  is the resistance of the coil's wire. The voltage 
across the coil is equal to the self-induced voltage in the coil plus the voltage drop across the coil's resistance, as mentioned 

in Eq. (6). 
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Ld
v IR N

dt


= +  

(6) 

Eq. (7) represents the governing equation between the applied voltage and the generated current in the coil. In this equation, 

the coefficient ( )a x  is a function of the position of mass M  and can be calculated using Eq. (8). Additionally, the other 

components of the equation, which are functions of current, position, and velocity of mass M , are represented by the term 

( , , )b I x x , and they can be computed using Eq. (9). 

( ) ( , , )a x I b I x x v= +  
(7) 
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(8) 
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( , , ) ( , ) ( , )b bb I x x x x I x x= +
 

(9) 

In which, the terms ( , )b x x  and ( , )b x x  can be computed using Eqs. (10), (11), respectively. 
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(11) 

Furthermore, the fluxes generated in the left and right halves of the iron yoke can be computed as functions of the current 

and the position of mass M , respectively, using Eqs. (12), (13). 

( ) ( )L L

L x I x  = +    (12) 

( ) ( )R R

R x I x  = +   
(13) 

where the terms ( )L x , ( )L x , ( )R x , and ( )R x  can be obtained using Eqs. (14)-(17). 
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As evident from the equations, the magnitudes of magnetic fluxes, coil current intensity, and the electromagnetic force are 
dependent on the position and velocity of the vibrating mass. To investigate the effects of the position and velocity of the 
vibrating mass on the mentioned variables, Fig. 3 has been presented. In this figure, the fluxes on the left and right sides, the 
coil current, and the electromagnetic force are plotted for different values of the position and velocity of the vibrating mass. 

As observed in Fig. 3, when the vibrating mass moves towards positive values, the magnetic flux in the left branch decreases, 
the magnetic flux in the right branch increases, and the electromagnetic force decreases. Meanwhile, the coil current intensity 
remains nearly constant. Additionally, with an increase in the velocity of the vibrating mass, the magnetic flux in the left 
branch increases, the magnetic flux in the right branch decreases, and both the coil current and electromagnetic force 
increase. Therefore, the position and velocity of the vibrating mass play a significant role in the open-loop equations of the 
control system, and they should be carefully considered in the control algorithm. 

2.1.2. Dynamics Equations of Moving Part of the HRA 

Taking into account the fluxes generated in the left and right sides of the iron core, as shown in Fig. 2, the equation of motion 

for mass M  will be as Eq. Error! Reference source not found., where 0k   is the linear spring coefficient, 0c  is the linear d

amping coefficient, 1k  is the nonlinear spring coefficient, and 1c  is the nonlinear damping coefficient. 
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Eq. (18) can be rewritten as Eq. (19), in which the actuating force, denoted as u , can be calculated from Eq. (20). 

3 2

0 1 0 1 ( )Mx u k x k x c x c x sgn x= − − − −
 

(19) 
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(20) 

2.1.3. Second-Order Linear Oscillatory Actuation System 

The control system actuator is considered as a second-order dynamic system, and by applying the control input cv , one can 

control the actuator's output, namely, the voltage v . Eq. (21) represents the transfer function governing the relationship 

between the control input cv  and the voltage v . This transfer function can be rewritten in the time domain as Eq. (22). 
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2 2
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(22) 

In which,   is the damping coefficient, and 0   is the natural frequency of the actuator, which will determine the second-

order dynamic behavior of the actuator. By discretizing Eq. (22) using Adams-Moulton discretizing method [33], it is possible 

to calculate the voltage at time index 1k − , representing the current time step, as a function of the control input in Eq. (23). 

The discretization of Eq. (22) is performed using the Adams-Moulton discretizing method. Following the extraction of state 

equations for the second-order equation, each of the state equations can be discretized, and the relationship between v  and 

cv  can be extracted discretely. 

( 1) ( 1) ( 1)cv k pv k q k− = − + −  
(23) 

Wherein, the control input coefficient p  can be calculated using Eq. (24), and the term ( 1)q k − , which includes past terms 

of the actuator dynamics, can be calculated using Eq. (25). 
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(25) 

Furthermore, by discretizing Eq. (7) using the Adams-Moulton method [33], the coil current can be calculated as a function 

of voltage within a time step. Subsequently, substituting Eq. (23) into the discretized version of Eq. (7) will yield Eq. (26), 

which represents the relationship between ( 1)I k −  and the control input (command), namely ( 1)cv k − . 

( 1) ( 1) ( 1) ( 1)cI k k v k k− = − − + −  
(26) 
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Wherein, the coefficient ( 1)k −  can be calculated using Eq. (27), and the terms containing the past dynamics of the coil, 

as per Eq. (28), will be stored in ( 1)k − . 
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(28) 

2.2. Two-Mode (Position-Velocity Hybrid) Control Algorithm 

By considering the open-loop dynamic equation of the system in the form of Eq. (29), it is possible to calculate the system's 

acceleration at each moment by applying the electromagnetic force u . In this equation, the term ( , )g x x is a function of the 

position and velocity of mass M  and can be calculated using Eq. (30). 

( , )x u g x x= +  (29) 

3 20 0 01( , ) ( )g
k c ck

x x x x s
M

x x gn x
M M M

−
− − −=  

(30) 

Continuing with the dynamic equation of the system represented by Eq. (29), it is possible to design a control algorithm in 
two modes: position control and velocity control. To achieve this, considering the tracking error in position and velocity at 
each time step and defining stable reaching laws for each control mode, the electromagnetic force required to satisfy the 
reaching law will be calculated. On the other hand, the control input is subjected to saturation limits, and the natural 
frequency of the actuator's dynamics imposes constraints on the electromagnetic force. The upper and lower bounds of these 
constraints need to be determined at each time step. Therefore, it is necessary to use a filtering algorithm for the desired 
trajectory while taking into account the system's actuator constraints. This ensures the stability of the closed-loop control 
system. The calculation of the electromagnetic force is performed in both position and velocity control modes, guaranteeing 
that if stability conditions are not satisfied for one control mode, the other control mode will continue to follow the desired 
trajectory in a stable manner. In this way, the tracking error in at least one of the control modes is minimized, ensuring the 
stability of the closed-loop system [32–34]. After calculating the electromagnetic force required for system control in each 
control mode, an optimal control mode can be determined by performing a search along the system's dynamics. Once the 
necessary electromagnetic force for controlling the system is determined, an adaptive lookup table can be used to establish 
the relationship between the electromagnetic force and the control input at each time step. This enables the calculation of 
the corresponding control input for the given electromagnetic force, which can then be applied to the actuator. 

2.2.1. State Space Variables and Discretization 

To write the dynamic equations of the system in state space, the state variables can be defined as follows: 1x x for position 

and 2x x  for velocity. Consequently, the state equations of the system can be written as Eqs. (31), (32). 

1 2x x=  
(31) 

2 ( , )x g x x u= +  
(32) 

To consider the dynamic behavior of the system, it is necessary to discretize the governing equations, and this is done using 

the Adams-Bashforth and Adams-Moulton methods [33]. By using the Adams-Moulton method to discretize Eq. (31), the 

position of mass M  can be calculated in Eq. (33), where the position at time k  is calculated based on the velocity at time k
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. Consequently, it is necessary to calculate the velocity at time k , which can be done by discretizing Eq. (32) using the Adams-

Bashforth method to calculate the velocity from Eq. (34). 

1 1 2 2( ) ( 1) ( ) ( 1)
2 2

T T
x k x k x k x k= − + + −  

(33) 

   2 2

3
( ) ( 1) ( 1) ( 1) ( 2) ( 2)

2 2

T T
x k x k g k u k g k u k= − + − + − − − + −  

(34) 

As observed in Eqs. (33), (34), the position and velocity of the system at time k  depend on the electromagnetic force 

( 1)u k − . By substituting Eq. (34) into Eq. (33), the electromagnetic force ( 1)u k −  appears in the equation for calculating 

the position. Therefore, by applying the electromagnetic force, the position of the system can be calculated using Eq. (35), 

and the velocity of the system can be calculated using Eq. (36). 

1( ) ( 1) ( 1)p px k k u k = − + −  (35) 

2( ) ( 1) ( 1)v vx k k u k = − + −  
(36) 

Where ( 1)p k −  and ( 1)v k −  include the past terms of the system's dynamics and are calculated using Eqs. (37), (38). 

Additionally, the coefficient of ( 1)u k −  in the equations for position and velocity is represented by symbols p  and v , 

respectively, which can be calculated using Eqs. (39), (40). 
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2 2 2 2
p

T T T T
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(38) 

23

4
p

T
  

(39) 

3

2
v

T
  

(40) 

In this way, by discretizing the equations, the position and velocity of the system at time step k  can be obtained as functions 

of ( 1)u k − , which will be used in the controller design. 

2.2.2. Power Reaching Law Based Controller Design 

In stable reaching law of Eq. (41), ( 1)CM k −  represents the stability coefficient for the position or velocity control mode 

and must have values smaller than 1 to maintain the stability of the reaching law. Since equations for both position and 

velocity modes will be written below, a common symbol CM  is used, where CM p→ refers to the position mode, and 

CM v→ refers to the velocity mode. 

( ) ( 1) ( 1); ( 1) 1CM CM CM CMs k k s k k = − − −  (41) 

In Eq. (41), the current-time error in position or velocity tracking, represented by ( 1)ps k −  and ( 1)vs k −  respectively, 

replaces ( 1)CMs k − . These errors are calculated using Eqs. (42), (43). 

1( 1) ( 1) ( 1) ( 1)p ds k x k x k x k− = − = − − −  (42) 
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2( 1) ( 1) ( 1) ( 1)v ds k x k x k x k− = − = − − −  
(43) 

In Eqs. (42) and (43) ( 1)dx k −   and ( 1)dx k −  represent the current-time position and velocity of the desired trajectory, 

respectively, and they are utilized for error calculation. As demonstrated in Eqs. (35), (36), it is feasible to express the right-

hand side of the equations as ( 1) ( 1)CM CMk u k − + −  and by its substitution into Eq. (41), Eq. (44) is derived. 

( 1) ( 1) ( ) ( 1) ( 1)CM CM dCM CM CMk u k x k k s k  − + − − = − −  
(44) 

In this context, ( 1)CM k −  is computed for the position mode using Eq. (37) and for the velocity mode using Eq. (38). 

Additionally, CM  can be calculated for the position mode using Eq. (39) and for the velocity mode using Eq. (40). ( )dCMx k  

is also assumed to be equal to ( )dx k  for the position mode and equal to ( )dx k   for the velocity mode. Consequently, it 

becomes feasible to derive the electromagnetic force associated with each control mode using Eq. (45). 

 
1

( 1) ( 1) ( 1) ( 1) ( )
CM CM CM CM dCM

CM

u k k s k k x k 


− = − − − − +  
(45) 

2.2.3. Control Input Saturation Constraint 

As observed, the electromagnetic force for tracking the desired trajectory in both position and velocity control modes of the 

system was calculated according to Eq. (45). On the other hand, the electromagnetic force ( 1)u k −  is a function of 

( 1)L k −  and ( 1)R k −  according to Eq. (20). Through discretization of this relationship, Eq. (46) is derived. 

 2 2

0

1
( 1) [ ( 1)] sgn[ ( 1)] [ ( 1)] sgn[ ( 1)]

2
L L R Ru k k k k k

AM
− =  −  − −  −  −  

(46) 

By substituting Eq. (26) into Eqs. (12), (13), ( 1)L k −  and ( 1)R k −  can be discretized as functions of the control input 

( 1)cv k −  and the results are represented as Eqs. (47), (48). 

( 1) ( 1)[ ( 1) ( 1) ( 1)] ( 1)L L

L ck k k v k k k  − = −  − − + − +  −  
(47) 

( 1) ( 1)[ ( 1) ( 1) ( 1)] ( 1)R R

R ck k k v k k k  − = −  − − + − +  −  
(48) 

According to Eq. (49), it is evident that ( 1)u k −  will be a function of ( 1)cv k −  and past dynamics. Therefore, the presence 

of constraints on the system actuator will impose constraints on the electromagnetic force, which need to be considered in 
the controller design. 

0

2

2

[ ( 1)[ ( 1) ( 1) ( 1)] ( 1)]

[ ( 1)[ ( 1) ( 1) ( 1)] ( 1)]

[ ( 1)[ ( 1) ( 1) ( 1)] ( 1)]

[ ( 1)[ ( 1) ( 1) ( ]

1

1)] ( 1)

( 1)
2

L L

c

L L

c

R R

c

R R

c

u

k k v k k k

sgn k k v k k k

k k v k k k

sgn k k v k k k

k
AM





 











 −  − − + − +  −

 −  − − + − +  −

−  −  − − +



 
 
 

−
 − +  −

−  − − + 

=  

− +
 −

 



 

(49) 

Subsequently, by imposing the saturation limit on the system actuator, defined as 0( 1)cv k v−  , the permissible range for 

calculating ( 1)u k −  will be determined. To achieve this, the derivative of ( 1)u k −  with respect to ( 1)cv k −  can be 

obtained using the chain rule, as shown in Eq. (50). 
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( 1) ( 1)( 1) ( 1) ( 1) ( 1) ( 1)

( 1) ( 1) ( 1) ( 1) ( 1) ( 1) ( 1)

L R

c L c R c

k ku k u k I k u k I k

v k k I k v k k I k v k

 −  − −  −  −  −  −
= +

 −  −  −  −  −  −  −
 

(50) 

By computing the partial derivatives in Eq. (50), Eq. (51) is obtained. 

0

( 1) [ ( 1)] ( 1) ( 1) [ (1
)

( 1)] ( 1)
( 1

)

( 1)

L

c

R

L L R Rk sgn k k k sgn k k
k

AM

u k

v k 
 −  −  − − −


−

=
−



 − 
−

−
 

(51) 

Therefore, by setting
( 1)

( 1)c

u k

v k

 −

 −
 to zero, extremum points can be calculated. By comparing these points with the boundary 

points of ( 1)u k −  with respect to ( 1)cv k − , the maximum and minimum values of ( 1)u k −  can be determined. These 

maximum and minimum values, denoted as max ( 1)u k −  and min ( 1)u k − can then be presented in Eq. (52). 

min max( 1) ( 1) ( 1)CMu k u k u k−  −  −  
(52) 

2.2.4. Actuator Saturation Effects on Desired Trajectory 

Upon determining the upper and lower bounds of ( 1)CMu k − , these constraints can be incorporated into the control 

algorithm. By substituting ( 1)CMu k −  from Eq. (45) into Eq. (52), the inequality for ( )dCMx k  can be expressed as Eq. (53). 

( 1) ( ) ( 1)lCM dCM uCMQ k x k Q k−   −  
(53) 

Where ( 1)lCMQ k −  and ( 1)uCMQ k −  represent the lower and upper bounds of ( )dCMx k and they are computed using 

Eqs. (54), (55), respectively. 

min( 1) ( 1) ( 1) ( 1) ( 1)lCM CM CM CM CMQ k u k k s k k  − − − − − + −  
(54) 

max( 1) ( 1) ( 1) ( 1) ( 1)uCM CM CM CM CMQ k u k k s k k  − − − − − + −  
(55) 

As evident in Eqs. (54), (55), the upper and lower bounds of ( )dCMx k  are functions of ( 1)CM k − , which, according to the 

defined reaching law, can assume values smaller than one. However, it is possible that at some points, ( )dCMx k  may fall 

outside the interval defined in Eq. (53). Consequently, a suitable control input may not be found within the operating range 
of the actuator, jeopardizing the stability of the closed-loop system. To address this concern, the control system will track the 

filtered value of ( )dCMx k , denoted as ˆ ( )dCMx k , which can be computed using a trajectory filtering mechanism. 

2.2.5. Desired Trajectory Filtering Mechanism 

In this section, the operation of the trajectory filtering mechanism is explained. This mechanism works as follows: for each 

( 1) ( 1, 1)i

CM k −  − + , first, the upper and lower bounds of ( )i

dCMx k  are calculated using Eqs. (56), (57). 

min( 1) ( 1) ( 1) ( 1) ( 1)i i

lCM CM CM CM CMQ k u k k s k k  − − − − − + −  
(56) 

max( 1) ( 1) ( 1) ( 1) ( 1)i i

uCM CM CM CM CMQ k u k k s k k  − − − − − + −  
(57) 

Then, ˆ ( )i

dCMx k  can be calculated as the closest value to ( )dCMx k  that falls within the allowable range. In this way, for 

each ( 1)i

CM k − , one ˆ ( )i

dCMx k  will be obtained. Using the cost function ( 1)CMJ k −  introduced in Eq. (58), a comparison 
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can be made between the obtained ˆ ( )i

dCMx k 's, and the closest value to ( )dCMx k  can be found by minimizing the cost 

function ( 1)CMJ k − . Thus, the filtered value of the desired trajectory for the next time step, along with its corresponding 

stability coefficient, is calculated, denoted as ˆ ( )dCMx k
 and ( 1)CM k − , respectively. 

2ˆ ˆ( 1) [ ( ) ( )] ( ), ( 1)i

CM dCM dCM dCM CMJ k x k x k x k k − = −  −  
(58) 

With ˆ ( )dCMx k
 and ( 1)CM k −  determined, the electromagnetic force ( 1)CMu k − , which satisfies the actuator 

constraints, can be calculated for each of the position and velocity control modes using Eq. (59). 

1
ˆ( 1) [ ( 1) ( 1) ( 1) ( )]CM CM CM CM dCM

CM

u k k s k k x k 


  − = − − − − +  
(59) 

2.2.6. Control Mode Switching Mechanism 

As seen in the previous sections, electromagnetic forces for each of the position and velocity control modes, denoted as 
* ( 1)pu k −  and 

*( 1)vu k −  respectively, were obtained using Eq. (59). Among these two electromagnetic forces, each of which 

reduces the tracking error of its corresponding mode, the optimal mode can be selected by comparing based on the prediction 
error. To do this, the cost function ( 1)G k −  is defined as the weighted sum of prediction errors for position and velocity 

tracking, as per Eq. (60). This cost function is computed at each time step, twice for 
*( 1) ( 1)pu k u k− = −  and 

*( 1) ( 1)vu k u k− = − , and among these two, the desired solution is the one with the smaller cost function. In this way, the 

optimal control mode can be determined at each time step. 

2 2

1 2( 1) [ ( ) ( )] [ ( ) ( )]d pv dG k x k x k W x k x k− = − + −  (60) 

As shown in Eq. (60), the cost function ( 1)G k −  is formulated as the weighted sum of prediction errors for position and 

velocity tracking, where the coefficient pvW
 determines the importance of selecting position or velocity control mode as the 

optimal control mode. When the value of pvW  is smaller, the controller places more emphasis on reducing position tracking 

error compared to velocity tracking error, and vice versa. Thus, by properly tuning the pvW  coefficient, the behavior of the 

control system, including the speed of reaching the desired trajectory and the magnitude of overshoot/undershoot, can be 
adjusted. 

2.2.7. Adaptive Look-Up Table of Inverse Dynamics of Electromagnetic Force 

To determine the appropriate ( 1)cv k −  that can generate the required electromagnetic force ( 1)u k −  after selecting the 

optimal control mode and calculating ( 1)u k − , it is necessary to create a lookup table between ( 1)cv k −  values and 

different ( 1)u k −  values. This lookup table can be generated after determining max ( 1)u k −  and min ( 1)u k −  as follows: 

For a range of ( 1)cv k −  values within the actuator's saturation limits and considering the calculated extreme values, various 

( 1)u k −  values are computed. By creating this lookup table, it becomes possible to determine the nearest ( 1)cv k −  that 

can produce the desired electromagnetic force after calculating ( 1)u k −  using the control algorithm. Naturally, a higher 

resolution lookup table will provide more precise control, allowing ( 1)cv k −  to apply ( 1)u k −  more accurately and 

improving the overall system control performance. 
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2.3. Control Mode Switching Stability Proof 

As observed in Section 2.2, if the electromagnetic force is applied to the system in the form of ( 1)CMu k − , the filtered 

desired trajectory ˆ ( )dCMx k    will be stably tracked. This is ensured in each of the position and velocity control modes by the 

reaching law Eq. (41), where | ( 1) | 1CM k −    holds true. However, it should be noted that with the use of the presented 

control algorithm for each of the control modes, instead of applying ( 1)CMu k −  to the system, ( 1)u k −  is employed, 

which is dynamically switching between electromagnetic forces of the two control modes. Therefore, it can no longer be 

stated that the aforementioned reaching law remains valid, and an alternative reaching law is established in the system, as 

can be observed in Eq. (61), where ( 1) ( 1)CM CMk k  −  −  and ( 1) ( 1)CMu k u k−  − . 

ˆ( 1) ( 1) ( ) ( 1) ( 1)CM CM dCM CM CMk u k x k k s k  − + − − = − −  
(61) 

In other words, assuming ( 1) 0k − =  or 1, ( 1)u k −  can be expressed as a linear combination of ( 1)CMu k −  for both 

control modes, as shown in Eq. (62). 

* *( 1) ( 1) ( 1) [1 ( 1)] ( 1)p vu k k u k k u k − = − − + − − −  (62) 

By substituting Eq. (62) into Eq. (61), Eq. (63) will be obtained. 

* *ˆ ˆ( 1)[ ( 1) ( 1) ( )] [1 ( 1)][ ( 1) ( 1) ( )]

( 1) ( 1)

p p p d v v v d

CM CM

k k u k x k k k u k x k

k s k

     



− − + − − + − − − + − −

= − −
 

(63) 

On the other hand, according to the reaching law of position control mode, 

* *ˆ( 1) ( 1) ( ) ( 1) ( 1)p p p d p CMk u k x k k s k  − + − − = − − , and by considering it in Eq. (63), Eq. (64) will be obtained. 

* ˆ( 1) ( 1) ( 1) [1 ( 1)][ ( 1) ( 1) ( )] ( 1) ( 1)p p v v v d CM CMk k s k k k u k x k k s k      − − − + − − − + − − = − −  (64) 

Finally, assuming ( 1)    ( 1) 0CM ps k s k− = −   for position control mode, Eq. (64) can be represented as Eq. (65). 

*
* ˆ( 1) ( 1) ( )

( 1) ( 1) ( 1) [1 ( 1)]
( 1)

v v v d
CM p

p

k u k x k
k k k k

s k

 
   

− + − −
 − = − − + − −

−
 

(65) 

In which, the coefficient ( 1)k −  can take on values of either zero or one. Setting ( 1) 1k − =  results in the stability 

coefficient ( 1) ( 1)CM CMk k  − = −  for the position mode, while when ( 1) 0k − = , 

* ˆ( 1) ( 1) ( )
( 1)

( 1)

v v v d
CM

p

k u k x k
k

s k

 


− + − −
 − =

−
 is obtained, which, according to Eq. (44), is equal to 

*( 1)v k −  for the 

velocity mode. In both cases, it is observed that | ( 1) | 1CM k −  , indicating the stability of the reaching law introduced in 

Eq. (61). 

Similarly, for the velocity control mode, Eqs. (64), (65) can be rewritten as Eqs. (66), (67). 
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* *ˆ( 1)[ ( 1) ( 1) ( )] [1 ( 1)] ( 1) ( 1) ( 1) ( 1)p p p d v v CM CMk k u k x k k k s k k s k     − − + − − + − − − − = − −  (66) 

*

*
ˆ[ ( 1) ( 1) ( )]

( 1) ( 1) [1 ( 1)] ( 1)
( 1)

p p p d

CM v

v

k u k x k
k k k k

s k

 
   

− + − −
 − = − + − − −

−
 

(67) 

In this case, if the coefficient ( 1)k −  is set to 0 , then ( 1)CM k −  will be equal to 
*( 1)v k − , and consequently, 

| ( 1) | 1CM k −  will hold. When ( 1) 1k − =  is chosen, as per Eq. (44), ( 1)CM k −  equals 
* ( 1)p k − , and again 

| ( 1) | 1CM k −   is maintained. Thus, it is evident that the reaching law specified in Eq. (61) remains stable in this scenario 

as well [34]. 

Theorem 1. Consider a discrete single-degree-of-freedom system as described in Eq. (29). By appropriately applying 

( 1)u k −  in the control system, the filtered desired trajectory presented will be effectively tracked by the controlled system. 

Furthermore, the filtered desired position and velocity can be stably achieved with the application of the electromagnetic 

force calculated in Eq. (45), even with constraints on the computation of electromagnetic force. In this case, by considering 

a linear combination of electromagnetic forces as presented in Eq. (62), where the coefficient ( 1)k −  can take values of 

either zero or one, the following proposition will hold true for time step 1k − : 

Proposition 1. If the coefficient ( 1)k −  is chosen such that Eq. (63) leads to | ( 1) | 1CM k −  , then the filtered desired 

trajectory tracking will be stably achieved according to the reaching law presented in Eq. (61). Furthermore, the constraints 

imposed on the electromagnetic force due to the limitations of the voltage actuator system will never be violated. 

3. Numerical Simulation Results and Discussions 

In this section, to assess the performance of the proposed control algorithm in this paper, the control system's results are 
examined under various trajectory-tracking scenarios using numerical simulations in MATLAB software. Initial tuning of the 
control algorithm is carried out based on the derived equations in the previous sections, and numerical integration of the 
discretized equations allows for presenting the results in the form of plots. The simulation parameters used in these results 
are detailed in Table 1. 

Table 1. Simulation parameters used in the paper along with descriptions 

Simulation 
Parameter 

Value Explanation 
Simulation 
Parameter 

Value Explanation 

𝛍𝟎 4π × 10−7 [Wb/A. m] Air Permeability M 0.04 [Kg] Mass 

𝐍𝐋 120 Coil Turns c0 4 [N. s/m] Linear Damping Coeff. 

𝐥𝐏 19 [mm] Length of Iron Core k0 1000000 [N/m] Linear Spring Coeff. 

𝐥𝐀 1 [mm] 
Distance of Mass 
from Iron Core 

k1 100 [N/m3] Nonlinear Spring Coeff. 

𝐱𝐠 1 [mm] 
Gap Distance of 

Mass 
c1 1 [N. s2/m2 ] Nonlinear Damping Coeff. 

𝐀 225 ×  10−6 [m2] Magnetic Flux Area T 0.00001 [sec] Time Step Size 

𝐑 0.7 [Ω] Coil Resistance ω0 2 [Rad/s] Actuator Natural Frequency 

𝐌𝟎 106 [N/Wb] 
Magnetic Field 

Strength 
ξ 0.2 Actuator Damping Ratio 
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Given that the dynamical system operates on a nanometer scale, it is essential to carefully tune the simulation parameters. 

This includes setting the pvW  coefficient, which determines the behavior of the control system in tracking desired 

trajectories. The desired trajectories used for tracking operations have been configured in two scenarios: piecewise step and 
harmonic trajectories. The control relationships and parameters for each of them can be observed in Table 2. 

Table 2. Desired trajectories considered for two tracking scenarios along with controller tuning parameters in the respective 
scenario 

Scenario Parameter piece wise step harmonic 

𝐱𝐝 [𝐧𝐦] sign(2πt) 
1

3
[− cos(5t) − cos(7t) + cos(10t)] 

𝓥𝟎 [𝐕𝐨𝐥𝐭𝐬] 0.7 0.05 

𝐖𝐩𝐯 0.3 0.95 

 

Fig. 4 illustrates the results of position control of the system with the goal of trajectory tracking. In the tracking scenario of 
piecewise step, the control input is calculated by the control algorithm, taking into account the tracking error at the initial 
point of motion. The filtering mechanism calculates the filtered desired position. As shown in Fig. 4-a, the vibrating mass 
position tracks the filtered desired trajectory effectively. One characteristic of the piecewise step trajectory is the presence 
of sudden jumps in the trajectory, leading to a rapid increase in velocity. In these points, the control algorithm computes an 
infinite control input, while the control system actuator has saturation limits and cannot produce the required input to 
maintain system stability, resulting in control system instability. However, by filtering the desired trajectory based on the 
system actuator's constraints, the control algorithm calculates a reasonable control input within the actuator's saturation 
limits, preserving the stability of the closed-loop system. In the harmonic trajectory tracking scenario, as shown in Fig. 4-b, 
despite the continuous change in the desired trajectory and consequently the filtered desired trajectory, the vibrating mass's 
position effectively reduces the initial tracking error and eventually oscillates around the desired trajectory. The harmonic 
trajectory, which is a combination of different frequencies, highlights the sensitivity of the control algorithm to the frequency 
of the desired trajectory. Thus, the control system demonstrates minimal error and shows insensitivity to the frequency of 
the desired trajectory when performing harmonic trajectory tracking. 

Due to the high stiffness of the dynamical system and the strong magnetic force generated by the magnet, the vibrating mass 
is firmly held in place and, when it moves, it does so with intense vibrations at high speeds. Fig. 5 illustrates the velocity of 
the vibrating mass along with the actual desired velocity and the filtered desired velocity in two trajectory tracking scenarios: 
(a) piecewise step and (b) harmonic trajectory. As shown in Fig. 5-a, the desired velocity for the piecewise step trajectory is 
zero at all points except for the discontinuous points, where it experiences a sudden increase. During these jumps, the velocity 
of the vibrating mass can be observed to oscillate with an almost constant amplitude. In Fig. 5-b, for the harmonic trajectory 
tracking scenario, the harmonic velocity of the desired trajectory, along with the filtered values, are plotted. The velocity of 
the vibrating mass exhibits much larger oscillations around the desired velocity in this scenario. The presence of significant 
oscillations in the system's velocity indicates the stability and effectiveness of the control algorithm, which has successfully 
managed to control this high-stiffness dynamical system, forcing it to track the desired trajectory effectively. 

Considering the dependence of coil current magnitude on the position of the vibrating mass, it can be observed in Fig. 6 that 
the current behavior closely resembles the motion of the mass in trajectory tracking. As shown in Fig. 6-a, during the 
piecewise step trajectory tracking, the coil generates a current with a magnitude of less than a few milliamperes, exhibiting 
behavior similar to the piecewise step trajectory. In Fig. 6-b, the current generated in the coil for the harmonic trajectory 
tracking scenario is depicted, which, in comparison to the previous scenario, has a smaller magnitude and follows the 
harmonic behavior of the desired trajectory in the second scenario as well. 

The control input applied to the second-order actuator dynamics is depicted in Fig. 7. Due to the use of a small time step, the 
control input exhibits pronounced oscillations, and not all data points are detailed in the figure. Therefore, in Fig. 7, the 
applied control input is illustrated for the first 0.1 seconds. As shown in Fig. 7-a, the control input in the piecewise step 
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trajectory tracking scenario is presented, with values staying within the actuator's saturation limits along the entire trajectory. 
It is important to note that no external saturation function is utilized for this control system, and the controller ensures 
adherence to the saturation limits by filtering the desired values. Fig. 7-b displays the control input computed by the control 
algorithm in the harmonic trajectory tracking scenario, where the input remains within the actuator's saturation limits 
throughout the tracking operation. 

As indicated in the derived equations, by calculating and applying the control input, the appropriate actuation voltage is 
applied to the coil, and by generating current in the coil, flux is created in the left and right branches of the iron yoke. Fig. 8 
illustrates the generated fluxes in the left and right halves of the iron yoke over time. As observed in Fig. 8-a, during the 

piecewise step trajectory tracking, the flux in the left and right halves of the iron yoke is produced on the scale of 410 Wb−  
and exhibits behavior similar to the current produced in the coil. It can also be seen that the generated fluxes in the two parts 
of the iron yoke are symmetrically drawn relative to a horizontal line with a negative value, indicating their interdependence 
and lack of independence from each other. Fig. 8-b depicts the fluxes generated in the two left and right parts of the iron 
yoke, which are proportionate to the harmonic current produced in the coil and exhibit harmonic behavior, being dependent 
on each other. An important point to note here is that although different values of control input have been applied to the 
system in the two tracking scenarios, the values of current and generated fluxes in both scenarios are close to each other. It 
can be said that the difference in the calculated control input in the two scenarios is due to the influence of the position and 
velocity of the vibrating mass on current and flux generation. 

Fig. 9 represents the applied electromagnetic force on the dynamic system. By calculating the maximum and minimum values 
of the electromagnetic force for each of the position and velocity control modes, the control mode-switching mechanism can 
select the appropriate control mode. As seen in Fig. 9-a, during the piecewise step trajectory tracking, the control input is 
determined using a lookup table based on the required electromagnetic force for system control, and the actual 
electromagnetic force is applied to the system. Throughout the trajectory, the calculated values have remained within the 
range between the maximum and minimum values, indicating the accuracy of the lookup table's performance. Fig. 9-b shows 
the values of the electromagnetic force resulting from the application of control input, which has not exceeded the calculated 
ranges at any point. Given the assumed density for the lookup table, it is expected that the electromagnetic force values 
calculated due to the control input may differ from the expected electromagnetic force values of the control algorithm. 
Therefore, the difference between these electromagnetic force values is plotted in the following graph. 

Fig. 10 illustrates the electromagnetic force in both the piecewise step trajectory tracking and harmonic trajectory tracking 
scenarios. As depicted in Fig. 10-a, the electromagnetic force applied to the dynamic system, along with the values computed 
by the control algorithm during piecewise step trajectory tracking, is shown. Despite significant variations in the calculated 
electromagnetic force by the controller, the utilization of a lookup table and considering slow dynamics for the actuator have 
resulted in the smooth and continuous application of electromagnetic force to the dynamics. The electromagnetic force 
computed by the controller, along with the applied values to the dynamics after applying the control input in the harmonic 
trajectory tracking scenario, is also presented in Fig. 10-b. Similar to the piecewise step trajectory tracking scenario, in this 
scenario, the applied electromagnetic force to the dynamics has been smooth and effectively attenuated oscillations with a 
high-frequency controller. 

The stability coefficients of the position control mode and velocity control mode during the tracking operation, which were 
within the stability range, are visible in Fig. 11. As shown in Fig. 11-a, the stability coefficients for the position control mode 
and velocity control mode, along with their normal probability density function (PDF) distributions, are plotted in the first 
scenario. Examining the normal PDF of each control mode reveals that the stability coefficients for the position control mode 
are closer to 1. This implies that the position error variable has smoothly and consistently decreased in magnitude. 
Additionally, for the velocity control mode, the stability coefficients have exhibited almost a normal distribution, and by 
placing more coefficients closer to zero, more control energy has been utilized for velocity control. Fig. 11-b illustrates the 
stability coefficients calculated for the harmonic trajectory tracking scenario. The distribution of stability coefficients in this 
scenario is similar to the previous one, with the position control mode utilizing less control energy compared to the velocity 
control mode. 

To investigate the active control mode at each moment, Fig. 12 can be examined. As seen in Fig. 12-a, the active control mode 
is indicated with different colors during the piecewise step trajectory tracking. It is evident that the control mode 
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predominantly favors the velocity control mode, and during the jumps, the dominant control mode is the position control 
mode. Fig. 12-b depicts the active control mode at each moment in the harmonic trajectory tracking scenario. Based on Fig. 
12-b, it can be stated that the active control mode has switched relatively uniformly between the two position and velocity 
control modes. 

During system simulation, it is crucial to select simulation parameters correctly, including the simulation time step size and 
the natural frequency of the actuation system. As seen in Fig. 13-a, the performance of the control system is compared for 
different time step values. The optimal choice for the time step is 100 secT = , where the control system achieved the 

least overshoot and oscillations while tracking the desired trajectory. Increasing the time step size led to larger overshoot 
and oscillations, although the settling time increased with decreasing time step size. Excessive reduction in the time step size 
caused system instability and increased tracking error. Fig. 13-b illustrates the comparison of the control system's 
performance for various natural frequency values of the control actuator. Reducing the natural frequency of the actuator 

resulted in reduced oscillation amplitude and tracking error, with the best performance achieved at 0 2 secRad = . 

Excessively reducing the natural frequency led to system instability, causing the tracking error to deteriorate after the desired 
trajectory jump. 

4. Conclusion 

In conclusion, this paper marks a substantial advancement in both the modeling and control algorithm design for 
electromagnetic systems. The system modeling section introduces pioneering elements, encompassing the incorporation of 
voltage source equations supplying current to the coil, embracing a comprehensive state-space framework without 
simplifications, and purposefully avoiding linearization in the proposed control algorithm. The control algorithm exhibits a 
plethora of noteworthy features, such as the integration of nonlinear electromagnetic equations, achieving nanometer-level 
precision control despite constraints and second-order dynamics, implementing a trajectory filtering mechanism, utilizing an 
adaptive lookup table, computing electromagnetic force for both control modes, employing switchable control modes, and 
introducing a tuning parameter for controller behavior adjustment. Collectively, these features empower precise control of 
the electromagnetic system, showcasing suitability for applications demanding high-precision control amidst system 
limitations and varying constraints. The research's initial phase involved extracting open-loop equations, capturing the 
dynamic aspects of voltage sources, nonlinearity from position and velocity functions in the control input, and intricate 
characteristics of electromagnetic force. Developed within a comprehensive state-space framework, unburdened by 
simplifications or reliance on equilibrium point linearization, these equations laid the foundation for a sophisticated two-
mode control algorithm. Rooted in stable reaching laws for position and velocity control modes, this algorithm facilitated 
precise trajectory tracking without the need for linearization around equilibrium points, a departure from conventional 
approaches. The study systematically addressed inherent constraints within the actuation system, incorporating saturation 
limitations on electromagnetic force into the control algorithm as effective filters for desired trajectory values, enhancing the 
control system's resilience and reliability. To enhance adaptability and real-time decision-making, an adaptive one-step cost 
function was integrated into the switching control mode mechanism, dynamically determining the optimal control mode and 
enhancing the system's agility. The inclusion of a weighting parameter in the cost function allowed fine-tuning of the control 
system's behavior to meet specific application demands. Ensuring continuous precision, an adaptive look-up table was 
employed, continually updated to map control inputs to electromagnetic force, facilitating the calculation of highly precise 
trajectory tracking control inputs tailored to the evolving system dynamics. 
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Figures and Tables Captions 

Figure 1. Schematic representation of the proposed control algorithm for the nonlinear vibratory mass system with an 
electromagnetic actuator. 

Figure 2. (a) Diagram of the magnetic dynamic system, comprising a fixed-piece iron yoke, control coil, powerful permanent 

magnet, vibrating mass, and nonlinear stiffness damping applied to mass M . (b) The equivalent electromagnetic circuit of 
the system includes electrical components substituted for mechanical and magnetic components 

Figure 3. Plots of magnetic fluxes in the left and right branches of the iron core, coil current, and electromagnetic force for 
various values of the position and velocity of the vibrating mass 

Figure 4. Controlled position of mass M  along with actual desired trajectory and filtered desired trajectory in the tracking 
scenario (a) piecewise step and (b) harmonic 

Figure 5. The velocity of mass M  along with the actual desired velocity and the filtered desired velocity in the tracking 
scenarios of (a) piecewise step and (b) harmonic trajectory 

Figure 6. The computed current magnitude due to the application of voltage to the system equations in the (a) piecewise step 
trajectory tracking scenario and (b) harmonic trajectory tracking scenario 

Figure 7. The control input computed by the control algorithm in scenarios (a) piecewise step trajectory tracking and (b) 
harmonic trajectory tracking 

Figure 8. Fluxes generated in the left and right halves of the iron yoke due to the application of control input and current 
production in the branches in scenarios (a) piecewise step trajectory tracking and (b) harmonic trajectory tracking 

Figure 9. The applied electromagnetic force on mass M , calculated between its maximum and minimum values, and applied 
to the system in scenario (a) piecewise step trajectory tracking and (b) harmonic trajectory tracking 

Figure 10. The electromagnetic force applied to mass M , calculated within its maximum and minimum bounds, has been 
exerted on the system in scenarios (a) piecewise step trajectory tracking and (b) harmonic trajectory tracking 

Figure 11. Stability coefficients of position control mode and velocity control mode with normal PDF plots in the (a) piecewise 
step trajectory tracking and (b) harmonic trajectory tracking scenarios 

Figure 12. The active control mode determined by control mode switching mechanism in scenarios (a) piecewise step 
trajectory tracking and (b) harmonic trajectory tracking 

Figure 13. Performance comparison chart of the control system for various simulation parameters in (a) time steps 40T =

, 50T = , 100T = , 200T = , 300 secT =  and (b) natural frequencies 0 1 = , 0 2 = , 0 3 = , 0 4 = , 

0 5 secRad =  for the control actuator during the tracking operation 

Table 1. Simulation parameters used in the paper along with descriptions 
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Table 2. Desired trajectories considered for two tracking scenarios along with controller tuning parameters in the respective 
scenario 
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Table 1 

Simulation 
Parameter 

Value Explanation 
Simulation 
Parameter 

Value Explanation 

0  
74 10 [ / . ]Wb Am −  Air Permeability M   0.04 kg  Mass 

LN  120  Coil Turns 
0c   4 .secN m  Linear Damping Coeff. 

Pl   19 mm  Length of Iron Core 
0k   1000000 N m  Linear Spring Coeff. 

Al   1 mm  
Distance of Mass 
from Iron Core 

1k  
3100[ ]N m  Nonlinear Spring Coeff. 

gx   1 mm  
Gap Distance of 

Mass 1c  
2 21[ .sec ]N m  Nonlinear Damping Coeff. 

A  
6 2225 10 [ ]m−  Magnetic Flux Area T   0.00001 sec  Time Step Size 

R   0.7   Coil Resistance 
0   2 secRad  Actuator Natural Frequency 

0M  
610 [ / ]N Wb  

Magnetic Field 
Strength 

  0.2  Actuator Damping Ratio 

. 

Table 2 

Scenario Parameter piece wise step harmonic 

 dx nm  (2 )sign t   
1

cos(5 ) cos(7 ) cos(10 )
3

t t t− − +  

 0v volts  0.7  0.05  

pvW  0.3  0.95  
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