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Abstract: 

  Solar power prediction holds a significant impact for future renewable energy scenario. 

Constructing a precise and reliable prediction model for more accurate solar power prediction is 

of utmost importance. To achieve a more accurate predicted output a novel prediction technique 

has been included in this paper for short and medium term solar power prediction. Initially the 

original solar power is decomposed into a set of subseries using VMD based decomposition 

technique. Data augmentation technique is applied for generating more training data thus 

avoiding the problem of over fitting.  A novel prediction model based on long short term memory 

and multi kernel based random vector functional link network is proposed for point prediction 

of short term and medium term solar power. A fuzzy entropy based strategy is implemented for 

partitioning the subseries and assigning it to LSTM and MKRVFLN. For further improvement 

in prediction, WCO technique is used for obtaining optimised kernel parameters. The 

performance of the proposed technique is compared with seven other prediction techniques. Solar 

power data from two different sites are considered for comparison purpose. The experiment is 

performed on two aspects: short term and medium term point prediction, the result analysis 

shows that the proposed solar power prediction model shows excellent result. 

Keywords: fuzzy entropy, variational mode decomposition, long short term memory, multi-

kernel random vector functional link network, data augmentation, water cycle optimization. 
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ANN Artificial Neural Network 

ARMA Auto Regressive Moving Average 

ARIMA Auto Regressive Integrated Moving Average 

BP Back Propagation 

CNN Convolutional Neural Network 

DNN Deep Neural Network 

DA Data Augmentation 

DL Deep Learning  

EMD Empirical Mode Decomposition 

EWT Empirical Wavelet Transform 

ELM Extreme Learning Machine 

FE Fuzzy Entropy 

IMF Intrinsic Mode Function 

RBFNN Radial Basis Functional Neural Network 

RVFLN Random Vector Functional Link Network 

MKRVFLN Multi kernel based random vector functional link 

network 

RNN Recurrent Neural Network 

RMSE Root Mean Square Error 

RES Renewable Energy Resources  

MAPE Mean Absolute Percentage Error 

MAE Mean Absolute Error 

ML Machine Learning 

NWP Numerical Weather Prediction 

VMD Variational Mode Decomposition 

SVM Support Vector Machine 

LSTM Long Short Term Memory 

WT Wavelet Transform 

WCO Water Cycle Optimization 

 

1. Introduction 

Reduction in fossil fuel energy and environmental severity has increased the use of different 

renewable energy sources. Solar thermal and solar PV has gained more importance because of 

being clean source of energy. PV systems have undergone from ordinary usage to large-scale 

integration. It is the most desirable and widely used RES due to its environmentally friendly 

nature and high productive nature. Solar photovoltaic is considered to be one of the most 

promising RES and found a better application in smart grid’s power penetration [1,2]. The 

nonlinear and stochastic behaviour of PV power generation increases the complexity of smart 

grid energy management. Scheduling of the grid due to various factors like frequency 

disturbances, reverse power flow, voltage fluctuation, etc. [3-6], hence a precise prediction of 

solar power is in demand to improve the prediction quality. Precise prediction plays a vital role 

efficient integration of the energy management system based on various RES’s [7]. Therefore 

we can conclude that the prediction of solar power guarantees more economic integration of 

the PV, better planning of the power plant. This paper aims at proposing a prediction model 
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for robust and accurate power prediction in different weather conditions. Broadly considering, 

forecasting can be categorised based on different forecast horizon as given below:   

i. Very short term  

ii. short term 

iii. medium term 

iv. long term 

Different time horizon classifies the prediction technique and accordingly determines the 

functions based on prediction interval. Figure.1 shows a detailed structure of different 

prediction horizon and functions based on that. 

The NWP depends upon physical properties, but are not limited to solar radiation, temperature, 

cloud volume, air pressure, wind speed etc.  The model accuracy is dependent on the accuracy 

of the metrological data. In ref [8] the authors describe a statistical method that detects the 

motion of the clouds based on the satellite images. Different other studies were also performed 

by the researchers, as shown in ref [9,10,11]. Recent studies are performed for improving the 

accuracy of the NWP method for better prediction [12]. The main drawback of the NWP model 

is its dependency on the detailed information of the geographical location and correctness of 

the NWP particulars hence often subjected to various man-made errors. It is dependent on the 

cognition degree and various other factors that vary for different locations, thus making the 

method less robust [13]. To overcome these problems, and obtain a more accurate and robust 

prediction model even without the precise knowledge of the weather parameters the statistical 

methods came into existence. Widely implemented statistical methods for predicting RES 

mostly include the time-series prediction methods depending on the historical data. The 

different statistical model includes persistence model, gray theory, ARMA, ARIMA, ARMAX, 

CARD, Markov model, etc. [14-19]. In ref [20] ARMA and GARCH methods are combined 

to forecast solar irradiance. The main difference between the statistical model and the 

previously used physical model is that it does not require a thorough understanding of the PV 

system’s complex mechanism and proves to be way simpler in functioning. The major 

drawback of this technique is while handling the nonlinear data and resulting in less accurate 

prediction. The efficiency of the model decreases when subjected to a larger number of input 

data. The complicated mathematical calculation of the statistical model increases the 

computational timing and complexity, thus motivating the researchers to develop a new 

technique that mitigates the problem of large computational timing and increases the prediction 

accuracy by reducing the mathematical calculation. The AI technique gained wide attention in 

various fields of science like prediction, image processing, and speech recognition, etc. fuzzy 
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logic [21-23], and machine learning techniques were mostly implemented in the modern day's 

study for accurate prediction of power and irradiation. The machine learning techniques gained 

more attention due to their ability to extract high-dimensional nonlinear features [24, 25]. 

Initially, the researchers used the ANN method for solar irradiance and power prediction [26-

28] although they are capable of predicting the solar power accurately but suffered from the 

disadvantage of generalization, local minima and maxima, reduced convergence speed, and 

over fitting problem and showed unstable nature subjected to little difference in the real time 

data series and attributes selection, resulting in inaccurate prediction. To overcome the basic 

problems of ANN other machine learning techniques came into use, BP, RBFNN, SVM, RVM, 

ELM [29-34]. The ELM technique became the most common and widely implemented 

technique, initially proposed by Huang wt al [33]. It is a single-layer feed-forward neural 

network (SLFN) with randomness in weight. Further modifications were made by different 

researchers to improve the prediction accuracy of the model by reducing the randomness of the 

weight matrix. In addition to different variations and modifications to the ELM  another similar 

functioning technique known as the Random Vector Functional Link Network was introduced 

and proved to be more efficient due to the extra direct link between the input and output layer 

[35]. The machine learning techniques exhibited various shortcomings like inaccuracy and 

larger processing time when subjected to high dimensional problems, therefore, enforcing a 

more effective learning technique. DNN proposes a higher potential for feature extraction and 

thus shows improved performance than the shallow networks. The DNN comprises CNN, 

LSTM, DBN, and SAE are mostly applied for solving the complex problem of nonlinearity, 

LSTM is of the RNN family but does not contain the vanishing problem [36, 37].  In recent 

work DL along with other advanced algorithm has attained success in numerous field of 

application. DNN models relationship between different nonlinear structures thus helping in 

feature selection. The volume and quantity of training data set determines the effectiveness of 

the deep learning. An effective solution for establishing larger data set is by data augmentation. 

Data augmentation makes supervised machine learning more efficient by adding some 

modified version of the already existing data set based on the available data. This helps in 

assisting and mitigating over fitting problem in deep learning thus improving the model. 

Several methodologies have been introduced in computer science using data augmentation but 

mostly used for image recognition purpose [38,39] but very little attention have been given for 

prediction purpose. In recent time deep learning techniques have gained much attention for 

researchers in the field of predicting renewable energy. 
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However the kernel parameter selection plays a vital role as it affects the predicted output, thus 

can be optimized for providing more accurate result. WCO is used to optimise the kernel 

parameter. In summary we can thus say a new hybrid VMD- DA, FE subseries based LSTM-

KRVFLN. The main contribution of this paper can be stated as follows:   

1. Data pre-processing using both VMD and DA thus reducing the non-stationary nature of the 

original time series solar power data. 

2. Solar power prediction based on LSTM-KRVFLN is used along with FE based partitioning 

strategy for subseries.  

3. An optimising technique is implemented for selecting optimal kernel parameter. 

4. A novel hybrid based on VMD, DA, FE subseries partitioning based, LSTM-MKRVFLN, 

where WCO is proposed to determine the optimal kernel parameter. Two solar power datasets 

are considered for solar power prediction. The experimental result shows that the proposed 

hybrid method shows outstanding performance in solar power prediction. 

Rest of the paper is arranged as follows: The basic knowledge of different techniques (like 

KRVFLN, LSTM, VMD, DA and FE) implemented in this study is explained. Section 2. 

Describes the background of different methods performed in this study. Section 3 explains the 

proposed hybrid model including data pre-processing and subseries partitioning using FE. The 

detailed experimental performance including optimisation of, the parameter is shown in section 

4. Followed by the case study in section 5 and conclusion in section 6. 

2.  Methodology 

This section describes different methodologies used in this paper for more accurate prediction 

of solar power. The result analysis shows the performance accuracy of the proposed model as 

compared to other models. 

2.1  Long Short Term Memory 

LSTM is a part of the RNN family, the main concept behind the RNN technique is the 

feedback layer i.e. the output of the model not only depend upon the input data but also on the 

previous output or hidden layer. The main problem of this technique is that the back propagated 

data that either adds or deducts at each step leading to a vanishing data after observing for 

several steps. The LSTM technique solved the problem of data vanishing [38,39]. Stacked 

LSTM was also used in a previous research performed by the author for application of medium 



6 
 

term solar power prediction [40]. Unlike the traditional neural networks LSTM is composed of 

memory blocks instead of neurons connected between the layers. Individual blocks consists of 

gates that handles the output of the blocks, it consists of three gates for handling the blocks 

namely the input gate, the forget gate and the output gate. The basic structure of the LSTM is 

shown in figure.1.  Where it can be observed that after the input variables are fed each gate 

utilizes the activation unit for decision making purpose; the weights present in the gates are 

learned during the training phase thus making it more efficient. The basic steps of the gates can 

be summarised as: 

i. Input gate: In this step the input activation is controlled, it helps in updating the memory 

state on the basis of certain condition; it helps in updating the memory state based on 

different condition. 

ii. Forget gate: It forgets/ discard the useless information i.e. it forgets the information of 

the past cell. 

iii. Output gate: Provides the ultimate output state based on the information’s from input 

gate and forget gate 

The nodes can be mathematical represented as: 

( )ittcitthittxint bcWhWXWi +++= −− 11                                              (1) 

( )
fttcftthfttxftg bcWhWXWf +++= −− 11                                           (2) 

( )ctthcttxcttttttg bhWXWicfc +++= −− 11 tanh                                                 (3) 

( )ottcotthottxout bcWhWXWo +++= −1                                                        (4) 

( )
tguttt coh tanh=                                                                                         (5) 

Eq 1-5 represents the formulation of different nodes where int, ftg and out represents the input 

gate, forget gate and output gate respectively. The input of the LSTM is twofold that is the 

current sample xtt and the previous hidden layer sample ht-1, the cell state ct-1 is the internal 

source of each gate. δ and tan h are the activation function. 

The LSTM adds up all the inputs incoming through various origins doped with a bias value, 

the gates are activated by inputting the total input into a logistic function using a tanh function. 

The cell state is multiplied using the activation of the forget gate ft. the updated cell is processed 

through a tan h function and then multiplied with ot that determines the ultimate LSTM output 
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as shown is eq 5. The main advantage of LSTM is that it preserves an internal memory cell for 

the entire life cycle for the purpose of establishing a temporal connection. Ct in connection 

with the immediate output and input at that instant determines the element that needs to be 

updated or erased. In comparison with normal RNN, the LSTM flexibly deals with the long 

and short time lag for corresponding tasks. Figure.1. gives a detailed structure of the LSTM. 

  

Figure.1. basic structure of LSTM 

2.2  Multiple Kernel Function based Random Vector Functional Link Network (MKRVFLN) 

In this study the authors proposes a hybrid model comprising of both MKELM and RVFLN 

for predicting solar power in an effective manner. Traditionally the RVFLN has a 

characteristics of faster learning speed, simplicity of the architecture and favourable generation 

capabilities. It is structurally allied with the ELM with a deviation, with an uninterrupted link 

between the input and output nodes.  Most challenging problem that needs to be dealt with is 

the selection of number of hidden nodes and feature mapping.  

 

Figure.2. Basic RVFLN Structure 

The main defect in the conventional RVFLN is drafting of the hidden nodes and mapping 

function. This improvisation provides better stability, prediction accuracy and generalization. 

[35]. the conventional RVFLN technique functions similar to SLFN, without any direct link 

connecting the layers. Unlike the traditional SLFN, the RVFLN have an uninterrupted 

interrelation within the input and output. Figure.2. shows the pictorial representation of 

RVFLN method. ( )
jai

T

j bxwh +  is used for mapping of the hidden layer with the input layer, h 

sdenotes the activation function, while baj & wj   stands for bias and weight mapping input and 

hidden layer respectively. xi represents the ith input pattern, where xi  is written as : 

T

iZiii xxxx ]...,,.........,[ 21= . 

 A uninterrupted input-output connection connects the input and output. The basic model can 

be described as: 

( ) ( ) j

ZK

Kj

jj

T

j

L

j

ji xbxwhxO 
+

+==

++=
11

              (6) 

Here K denotes the hidden layer, Z being the total number of input data, the trained dataset is 

designated by N[i=1,2,…N] and β j [j=1,2,..,K] describes the output weight. The the direct 
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input output connection is described as βK+1 to βK+Z. The activation function considered in this 

paper is tan h. eq (6) can be rewritten as following: 

( ) Kji

ZK

Kj

j

K

j

ji

T

jji xbxwo −

+

+==

 ++= ,

11

tanh  , ),,.........3,2,1( Ni =  
 

(7)

 

N being the total sample 

Further eq. (7) is written as 

piii xhxho   )](   )([ 21=
    

(8)

 

Where )] .(.....,),........ .([)( 111 KiKii bxwhbxwhxh ++=
    , 

]........,,.........[)( ,1,2 Kiii xxxh =
 

And 
p  

represents N number of pattern’s total output vector. 

Thus for  N input patterns the output can be obtained as 

pp HHHO    ]   [ 21==        (9) 

Here  
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111111
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(11) 

T

N ].......................  [ 21  =      and iii ot −=   for the ith pattern.                                                   

 β is formulated as follows: 
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Eq.(13)  can be further simplified as  
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 the final product  for  ix input is observed as  

TWHHHHW
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H
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 Kernel trick applied to eq. (15) solves the problem of randomness the following definitions 

are used:  

( ) ( )jiNL

T

jiL

T xxKHHxxKHH ,2211 ,, == ,  Nji ,...2,1, =    (16) 

LK and NLK  describes the linear and non-linear kernel function. Hence desired KRVFLN 

function is rewritten as  
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 (17) 

Linear kernel function:  

( ) j

T

ijiL xxxxK =,       (18) 

 Kernel functions executed in this study with the help of Mercer’s theorem is described below: 
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• Polynomial kernel:  
a

j

T

ijip xx,xxK )/1()( 2+=
    

(19)   

• Wavelet kernel: 
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)
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)(
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(20)        

Polynomial and Gaussian kernel are considered as the global and local kernel respectively. 

Kernel functions (both global and local) are combined together forming the multi-kernel  

Multi-kernel: ( ) ( ) ( )
jiwjipjim xxKxxKxxK ,)1(,, 11  −+=

   
(21)

 

The following parameters are chosen depending upon various limits of values using WCO,   

(the parameters being dcba ,,,,,, 21  )

 

Where, (i) µ - [0 1] (ii) δ- [0 1], (iii) a- [0 2], (iv) b-[0 5], (v) c- [0 5] and (vi) d- [0 2].

 

The main objective of selecting the kernel parameters optimally instead of random (trial 

and error) method is to obtain more accurate prediction with minimum computational time. In 

this paper WCO based technique is applied for optimization of different parameters of wavelet 

and polynomial kernel function which is further combined to form the multi kernel technique. 

2.3  Variational Mode Decomposition (VMD) 

The nonlinear nature of the solar energy (irradiation/ power) influences the accurate solar 

power prediction. This intricacy of the original solar data is improved by disintegrating the 

decomposed components of the data which demonstrates certain changes in the characteristic. 

Decomposition of the time series data is a statistical process that deconstructs the original data 

into several components, each representing an underlying pattern. The improvement in the 

constitutive series is because of the filtering nature of various decomposition techniques and 

hence resulting in more accurate prediction in combination with various prediction techniques. 

VMD is a non-recursive model that surveys different modes along with their respective central 

frequencies that is limited within a band width, further helps in reconstructing the primary data 

in least square method. Compared to EMD, the proposed decomposition technique (VMD) 

shows a better ability to denoise, thus segregate tones having similar frequencies. In this paper 

VMD decomposes the original solar irradiation, and thus obtaining the fundamental VMF.  

These modes combines to reform the original data. The key assumption of this technique is 
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decomposition of the data in a non-recursive manner for real time signal into various modes. 

‘X’ (fundamental signal) is sub divided to different modes within a specific bandwidth; (with 

‘XK’ modes). It is compulsory for every mode to bunch around a central pulsation (‘WK’ ) 

Individual mode maintains a specific sparsity. The following algorithm is used to obtain the 

bandwidth of individual mode  

1. First apply Hilbert transform to the individual mode ‘XhK’ and obtain the unilateral spectrum 

frequency. 

2.  An exponentially tuned frequency is mixed with its respective estimated centre frequency 

to shift the spectrum frequency to its baseband region.  

3. H1 Gaussian smoothness obtained from the demodulated signals are used for estimation of 

the individual mode’s bandwidth, which is squared L2 and termed as the norm of the gradient. 

Eq (22) is used to find the decomposed signal based on VMD. 

Hilbert transformation is used in case of individual mode XhK(t) along with an correlated 

analytical signal  

( ) ( )tX
t

j
t

kh*









+                                                   (22) 

Equation (22) is modified by transferring the frequency spectrum of each mode to its 

corresponding central frequency. 

( ) ( )

tKj

e

kh tX
t

j
t





−



















+ *                                  (23) 

After estimating the bandwidth, the output constrained Variational problem is further modified. 

  
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
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=
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k
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etX
t

j

KK 1

2

2
.

*min         (24) 

Such that 

XX
K

k
kh =

=1

                                                            (25) 

X represents the original signal which is further decomposed into subsets. XhK represents all 

the nodes combined together {X1, X2,…,XK }.   

K being the total modes, λ being Dirac distribution, whereas * is the convolution. The output 

unconstrained problem obtained is demonstrated below. 
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Eq. (26) is attained by using ADMM. 
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solution derived for XK and WK are as following 
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frequency domain is converted from the central frequency 
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Here ( )WX̂ , ( )WX i
ˆ , ( )W̂  and ( )WX n

K

1ˆ +  performs as the Fourier  transforms of ( )tX , ( )tX i , 

( )t  and ( )tX n

K

1+
 respectively and n is the total number of iteration. 

The experimental result shows a detailed analysis of the proposed VMD technique. 

2.4 Water cycle optimization (WCO) 

WCO is a meta-heuristic algorithm working on the principal of water cycle. In this 

process the initial population is the raindrops, the other step includes evaporation, transpiration 

and condensation [40]. WCO is based on the mechanism of population, where the introductory 

population is considered to be stream and is selected randomly within a range of UB and LB. 
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Two problem statements are considered while considering the optimization problem 

(minimization problem and maximization problem). In this paper minimization problem is 

considered where we obtain the best/ optimized value. Sea is considered as the cost function. 

Cost function nearer to the present best value is observed as the river. Except the best value all 

other streams endure the functioning to their corresponding rivers and sea. A prime population 

matrix is generated before stating the optimization process. The initial kernel parameters are 

considered as the initial rain drops. In this study the error minimization function is considered 

as the cost function, the error minimization is performed as: 

  

( )
st

N

r

N
AfimizeAf

st

v


=

==
1

2

min)(min



     

 (32) 

2 is represented as following: 

OT −=          (33) 

where A matrix can be described as  

 i

op

iii aaaA ,,, 21 =                     (34) 

RNi ,,2,1 =  

NR being the number of variables subjected to optimisation, NTR represents total number of 

raindrops where each raindrop comprises of NP variables. Population of rain drop (Rdp) is 

termed as (CRdp) 
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Let the number of river and streams be RRN and STN respectively. This can be further 

formulated as: 
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1+= RNSTN RR         (37) 

STNTRTN RNS −=        

 (38) 

 CRdp matrix can be written as 
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Stream NTR - number of stream that directly or indirectly flows to its respective river and sea. 

The pre-defined stream for its respective sea and river is formulated as follows. 
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1+
−=

STNRii CNCNCN        (41) 

TNSRi ,,3,2,1 =  

NSTR  represents the number of stream flowing to its predefined river or sea. Cost of the 

individual stream (RSTN +1) is subtracted from cost of the sea and river. The stream either 

moves towards the sea or towards the river by position alteration and movement towards the 

sea, Mathematical representation of the movement of the seas changing position is as follows. 

( ) ( ) ( )( ) ( )( )tMtMZrandtMtM streamseastreamstream −+=+1     (42) 

The new position acquired by the stream that can flow towards the river can be explained as 

( ) ( ) ( )( ) ( )( )tMtMZrandtMtM streamriverstreamstream −+=+1    (43) 
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The up gradation of the position for the flow of stream to river is  

( ) ( ) ( )( ) ( )( )tMtMZrandtMtM riverseariverriver −+=+1     (44) 

 t and Z represents the current iteration and predefined value chosen between [1.5, 2] since 

     )min()( ddrandrandZ +=                                                                           (45) 

Updated location of the initial flow of water becomes the raindrop’s individual cost function.  

The improved version enhanced the performance of the initially connected sea and [41]. Next 

step of mutation in WCO, this step comprises of increased evaporation and rain. A smaller 

value is considered for converging purpose.  

dmax~= 0, initiates the evaporation process. 

( )1,,2,1

1.0max

−=
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j

riversea

Sj
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
      (46) 

maxdMM i

streamsea −        

 (47) 

After attaining the predefined condition the new rain drop is established. The new stream is 

formulated as. 

The mathematical representation of the new stream is  

( ) ( )LBUBNrandLBM pstream −+= ,1     (48) 

)/)(()()1( maxmaxmax iterMaxtdtdtd −=+      (49) 

Where Maxiter=1, 2,..., max number of iteration 

 Algorithm 

STEP1. Selection of the initial parameters like NTR, dmax, Np and tmax 

STEP2. Generate the initial population, and therefore calculate cost function for minimization 

of the error. 

STEP3. Determining the intensity with which the river is flowing, sea and stream towards the 

river 
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STEP4. The optimal solution is obtained by exchanging the position of river and sea. 

STEP5. River flowing to the sea followed by next iteration for attaining the next best solution 

STEP6. Evaporation rate calculation  

STEP7. dmax reduction and attenuation of the stopping criteria, if not return to flow of stream 

STEP8. Obtaining the sea value, that is the optimized value 

3. Proposed Technique 

This section describes the proposed model where the DA is used to increase the number of 

input data for better prediction accuracy. Fuzzy entropy is also implemented for portioning the 

subseries, the result analysis shows the performance accuracy of the proposed technique over 

different other techniques. Figure.3. demonstrates the proposed technique.  

 

Figure.3. flowchart of the proposed technique 

3.1 Data Augmentation (DA) 

More number of training data improves the prediction accuracy, hence DA is used to increase 

the number of time series solar power data. There are different DA processes such as window 

cropping, window warping, Gaussian noise injection, jittering, flipping and manipulation of 

the original time series data. In this research window warping is used to generate the synthetic 

solar power time series data. 

The decomposition process enhances the prediction accuracy, the summation of the IMFs 

provides the final predicted output. The experimental result shows that the LSTM performs 

better for higher frequency components while RVFLN performs better for lower frequency 

components. In this study a novel technique is proposed where LSTM and RVFLN are used 

for higher and lower frequency components that improves the computation speed. The FE of 

each subseries is used to calculate the complexity and irregularity of the subseries. The FE 

based partition criterion is given below: 

Calculation of FE for each decomposed series 

FEIMFi, i=1,2,……,k. 

Calculate the mean FE of total decomposed series 
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
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1
      (50) 

If mean FE of the ith decomposed series is less than FE then consider it for LSTM or else 

consider it for RVFLN. 

3.2 Performance matrices 

Different evaluation matrices are considered to calculate the performance accuracy of the given 

method. Various other models are also considered for comparison purposes. Performance 

hierarchy of different models are analysed based on the performance evaluation matrices. 

Equation (51) – (53) shows the different evaluation matrices 

➢ Mean Absolute Percentage Error (MAPE) 
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➢ Mean Absolute Error (MAE) 
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➢ Root Mean Square Error (RMSE) 
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Where N is the total number of data, )( io xA  represents the actual data, )( io xP represents the 

forecasted output. 

4. Experimental Performance and Result Analysis 

This section demonstrates a detailed study showing different experiment performed to obtain 

the performance matrices. 

4.1 Data Collection 
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This section describes the two data set considered in this paper for experimental verification of 

different solar power prediction techniques. The PV system data are collected to verify the 

performance of different deep learning driven techniques. The geographical location and 

statistical information of the datasets considered in this study are given in table.1, where N is 

the entire sample, Ttr represents the training data while Tts represents the testing data. The two 

solar power time series data set is shown in figure.4, for better view of the signal only 12000 

samples are shown. In this study both short term and medium term solar power prediction is 

performed where in case of short term prediction the time interval is of 5min while that of 

medium term the time interval is of 1 day. 

Table.1. Geographical and statistical information of the datasets 

 

Figure.4. original solar power of two different dataset, (a) original PV power for winter season of Alabama, (b) Original 

solar power data of winter season of New York 

4.2 Subseries partitioning and parameter optimization 

This section describes the strategy of partitioning the VMD based subseries for LSTM and 

MKRVFLN. As discussed in the earlier section FE of each VMD based subseries is calculated 

and based on this value the appropriate subseries is divided. Figure.5. shows that the first 5 

IMFs (IMF1-5) are assigned to the LSTM such that their FE is larger than mean FE ( ̴= 0.04 

for different season) and the remaining subseries (IMF6-10) is assigned to MKRVFLN such 

that their FE’s are smaller than the mean FE. Figure.5. clearly demonstrates the partitioning 

condition (FE larger than or smaller than mean FE). The partitioning helps in improving the 

prediction accuracy. The original signal is subdivided into 10 subseries using the VMD 

technique as demonstrated in section 2.3.  WCO is used to optimise the kernel parameters.  

Figure.5. FE based subseries partitioning for Alabama at different weather condition, (a) winter season, (b) spring 

season, (c) summer season and (d) winter season 

Table.2. shows the optimised kernel parameters. To establish the dominance of the presented 

method, six other techniques namely, RVFLN, MKRVFLN, WCO-MKRVFLN, VMD-

MKRVFLN, VMD-DA-LSTM and VMD-MKRVFLN-WCO. For WCO the population size 

and number of iteration are set to be 40 and 100. DA is used to increase the number of samples 

of each subseries which in turn increases the prediction accuracy. To obtain a more accurate 

result the proposed optimization method is employed to optimize the kernel parameters (

dcba ,,,, ) for obtaining more accurate predicted solar power at a comparative less 

computational time. 
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Table.2. Optimized kernel parameters used for short term and medium term solar power prediction of two different 

dataset at different weather condition: 

 

4.3 Result analysis 

This section deals with the evaluation result of the point prediction of the proposed method. 

Table 3 and 4 shows the evaluation matrices described in section 3.3, which verifies the 

effectiveness of the proposed model over six other model on two dataset for both short and 

medium term prediction. The optimal prediction result of each dataset is highlighted in bold. 

Thus following conclusion can be drawn from table 3 and 4. 

a) After comparing the prediction matrices obtained by the RVFLN, MKRVFLN, VMD-

DA-MKRVFLN, VMD-DA-OMKRVFLN, LSTM, VMD- DA -LSTM, VMD- DA-

WCO -LSTM and the proposed model (VMD-DA-FE-LSTM-OMKRVFLN) on two 

dataset, it is found that the hybrid models along with the VMD technique showed better 

prediction accuracy as compared to the single models. For example in case of Alabama 

dataset, the MAPE values of RVFLN, MKRVFLN, VMD-DA-MKRVFLN, VMD-

DA-OMKRVFLN, LSTM, VMD- DA -LSTM, VMD- DA-WCO -LSTM and the 

proposed model  for autumn season are 3.22,3.16, 2.94,2.21,2.18,1.76,1.14,1.11 and 

0.46 respectively. The mean MAPE decreased in case of the proposed model as 

compared to the single method.  Hybrid model shows better prediction accuracy 

b) Considering the Alabama dataset itself it is noticed that the model with DA technique 

outperforms other prediction technique without DA. VMD and DA integrated LSTM 

performs better. 

c) The decomposition technique increases the prediction accuracy by reducing the non-

stationary nature of the signal. 

d) The optimization technique although have less impact in case of prediction accuracy 

but decreases the computational time which is much beneficial when larger data is 

considered (larger data increases the prediction accuracy). 

Figure.6 (a), (b), (c) and (d) shows the pictorial representation of different prediction technique 

for solar power prediction using the dataset from Alabama at different season in case of short 

term solar power prediction. In this case the proposed technique outperforms other methods 

implemented in this study.  
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 (a) Comparison analysis of different prediction method for solar power prediction of autumn season at Alabama. 

 

(b) Comparison analysis of different prediction method for solar power prediction of winter season at Alabama. 

 

(c) Comparison analysis of different prediction method for solar power prediction of summer season at Alabama. 

 

(d) Comparison analysis of different prediction method for predicting solar power of spring season at Alabama. 

Figure.6. Comparison analysis of short term solar power prediction using different techniques using dataset from Alabama at 

different weather condition, (a) predicting solar power at autumn season, (b) predicting solar power at winter season, (c) 

predicting solar power at summer season, and (d) predicting solar power at spring season 

 

Figure.7 and 8 is the pictorial demonstration of the MAPE values given in table 3 and 4 

respectively, which clearly shows different error parameters.  

Table.3 Comparative analysis of short term solar power prediction of Alabama for different season 

 

Table.4 Comparative analysis of medium term solar power prediction of Alabama for different season 

 

Figure.7 Differentiation between different MAPE values using different techniques for short term solar power 

prediction 

 

Figure.8 Differentiation between different MAPE values using different techniques for medium term solar power 

prediction 

Figure.9 demonstrates the comparative study of different prediction technique using the dataset 

from New York for short term solar power prediction. The winter season is only represented 

pictorially in this study. The numerical values for all other seasons are shown in table 5.  

Figure.9. Comparision analysis of different prediction method for predicting  solar power of winter season at New 

York 

 

Table.5 Comparative analysis of short term solar power prediction of New York for different season 
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Table. 6 gives the error values for medium term solar power prediction at different seasons. 

Figure.10 and 11 shows the error parameters as demonstrated in table 5 and 6. 

 

 

Table.6 Comparative analysis of medium term solar power prediction of New York for different season 

Figure.10 Comparison analysis of MAPE values using different techniques for short term solar power prediction 

Figure.11. Comparison analysis of MAPE values using different techniques for medium term solar power prediction 

 

5. Conclusion 

To calculate a reliable and accurate solar power prediction this paper proposes a novel 

hybrid technique that comprises of VMD, FE based partitioning of the subseries, DA, 

LSTM-MKRVFLN and WCO. The assessment is performed based on two cases for short 

term and medium term solar power prediction for validation of the proposed method. Seven 

other models and three evaluation matrices are considered for comparison purpose with the 

proposed technique to a proof the prediction accuracy of the afore mentioned models. The 

result analysis shows the proposed technique have a higher prediction accuracy as 

compared to other models. 

In future different parameters like irradiance, temperature variation and partial shading 

condition can be considered while predicting the solar power using the proposed technique. 
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Figure.3. flowchart of the proposed technique 
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(a) (b) 

Figure.4. original solar power of two different dataset, (a) original PV power for winter season of Alabama, (b) Original 

solar power data of winter season of New York 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure.5. FE based subseries partitioning for Alabama at different weather condition, (a) winter season, (b) spring season, 

(c) summer season and (d) winter season 
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 (a) Comparison analysis of different prediction method for solar power prediction of autumn season at Alabama. 

 
(b) Comparison analysis of different prediction method for solar power prediction of winter season at Alabama. 

 
(c) Comparison analysis of different prediction method for solar power prediction of summer season at Alabama. 
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(d) Comparison analysis of different prediction method for predicting solar power of spring season at Alabama. 

Figure.6. Comparison analysis of short term solar power prediction using different techniques using dataset from Alabama at 

different weather condition, (a) predicting solar power at autumn season, (b) predicting solar power at winter season, (c) 

predicting solar power at summer season, and (d) predicting solar power at spring season 

 

 

 

 

 

 

 

 

 

Figure.7 Differentiation between different MAPE values using different techniques for short term solar power prediction 
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Figure.8 Differentiation between different MAPE values using different techniques for medium term solar power prediction 

 

Figure.9. Comparison analysis of different prediction method for predicting  solar power of winter season at New York 

 

 

Figure.10 Comparison analysis of MAPE values using different techniques for short term solar power prediction 
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Figure.11. Comparison analysis of MAPE values using different techniques for medium term solar power prediction 

 

 

 

Table.1. Geographical and statistical information of the datasets 

 

 

 

 

 

 

 

Table.2. Optimized kernel parameters used for short term and medium term solar power prediction of two different dataset at 

different weather condition: 

dataset

  

Prediction Interval Season Optimized kernel parameter 

δ a b c d µ1 µ2 

Alabama 

 

Short term winter 0.272   0.322 1.731 2.731 0.961 0.5 0.7 

autumn 0.391  0.341 1.851 3.150 1.324 0.3 0.8 

spring 0.325  0.429 2.031 3.265 0.991 0.54 0.56 

summer 0.450  0.525 2.284 2.240 1.126 0.45 0.76 

Medium term winter 0.313  0.410 1.262 3.651 1.134 0.4 0.6 

autumn 0.976  0.622 3.411 3.857 1.392 0.45 0.62 

spring 0.922  0.864 2.452 3.434 1.412 0.42 0.72 

summer 0.881  0.672 1.712 3.954 1.174 0.30 0.73 

New York Short term winter 0.375  0.372 1.732 4.567 1.786 0.43 0.72 

autumn 0.772  0.452 1.742 3.244 1.323 0.51 0.67 

spring 0.342  0.451 2.254 3.361 0.873 0.33 0.64 

summer 0.452  0.211 1.212 4.132 0.958 0.38 0.63 

Medium term winter 0.352   0.373 1.593 4.375 0.885 0.46 0.75 

autumn 0.875  0.945 2.039 2.822 1.441 0.40 0.60 

spring 0.973  0.582 3.312 3.742 1.022 0.45 0.65 

summer 0.687  0.525 1.585 3.546 1.282 0.46 0.66 
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Dataset Data 

Period 

Coordinates N Ttr Tts 

Alabama 

(spring) 

06/01/06-

31/08/06 

30.35° N, 

87.75°W 

20000 14000 6000 

New 

York 

(winter) 

06/01/06-

31/08/06 

40.85°N, 

73.85°W 

20650 14000 6000 
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Table.3 Comparative analysis of short term solar power prediction of Alabama for different season 

Technique Season MAPE RMSE MAE 

RVFLN  

 

 

 

autumn 

2.55 0.11 0.06 

MKRVFLN 2.21 0.10 0.55 

VMD-DA-MKRVFLN 2.18 0.10 0.05 

VMD-DA-OMKRVFLN 1.76 0.08 0.04 

LSTM 1.14 0.05 0.03 

VMD-DA-LSTM 1.11 0.05 0.03 

VMD-DA-OLSTM 0.86 0.04 0.02 

Proposed 0.46 0.02 0.01 

RVFLN  

 

 

 

winter 

3.22 0.14 0.07 

MKRVFLN 2.94 0.13 0.07 

VMD-DA-MKRVFLN 2.65 0.12 0.06 

VMD-DA-OMKRVFLN 2.44 0.11 0.05 

LSTM 1.97 0.09 0.04 

VMD-DA-LSTM 1.69 0.07 0.04 

VMD-DA-OLSTM 1.36 0.06 0.03 

Proposed 0.35 0.02 0.01 

RVFLN  

 

 

 

summer 

3.35   

MKRVFLN 3.1 0.11 0.08 

VMD-DA-MKRVFLN 2.85 0.13 0.07 

VMD-DA-OMKRVFLN 2.50 0.11 0.06 

LSTM 2.16 0.10 0.05 

VMD-DA-LSTM 1.73 0.08 0.04 

VMD-DA-OLSTM 1.12 0.05 0.03 

Proposed 0.45 0.02 0.08 

RVFLN  

 

 

 

spring 

4.39 0.16 0.10 

MKRVFLN 4.07 0.15 0.09 

VMD-DA-MKRVFLN 3.76 0.14 0.09 

VMD-DA-OMKRVFLN 3.45 0.13 0.08 

LSTM 2.62 0.10 0.06 

VMD-DA-LSTM 1.74 0.06 0.04 

VMD-DA-OLSTM 1.35 0.05 0.03 

Proposed 0.63 0.02 0.01 

 

Table.4 Comparative analysis of medium term solar power prediction of Alabama for different season 

Technique Season MAPE RMSE MAE 

RVFLN  

 

 

 

autumn 

4.00 1.50 1.16 

MKRVFLN 3.43 0.24 0.22 

VMD-DA-MKRVFLN 3.29 0.80 0.62 

VMD-DA-OMKRVFLN 3.26 0.51 0.29 

LSTM 3.07 0.36 0.30 

VMD-DA-LSTM 2.80 0.28 0.25 

VMD-DA-OLSTM 2.23 0.29 0.20 

Proposed 1.93 0.04 0.17 

RVFLN  

 

 

 

winter 

4.17 0.81 0.61 

MKRVFLN 4.51 0.70 0.59 

VMD-DA-MKRVFLN 4.02 0.85 0.57 

VMD-DA-OMKRVFLN 3.89 1.20 0.93 

LSTM 3.27 0.51 0.29 

VMD-DA-LSTM 2.59 0.32 0.25 

VMD-DA-OLSTM 2.37 0.29 0.23 

Proposed 2.26 0.28 0.22 

RVFLN  

 

 

 

summer 

4.23 0.81 0.61 

MKRVFLN 3.92 1.50 1,16 

VMD-DA-MKRVFLN 3.77 0.75 0.56 

VMD-DA-OMKRVFLN 3.29 0.80 0.61 

LSTM 2.83 0.25 0.24 
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VMD-DA-LSTM 2.51 0.26 0.24 

VMD-DA-OLSTM 2.42 0.21 0.15 

Proposed 2.22 0.29 0.21 

RVFLN  

 

 

 

spring 

4.51 0.70 0.59 

MKRVFLN 4.08 0.64 0.53 

VMD-DA-MKRVFLN 3.89 0.80 0.56 

VMD-DA-OMKRVFLN 3.68 0.74 0.56 

LSTM 3.37 1.31 1.16 

VMD-DA-LSTM 3.33 1.31 1.16 

VMD-DA-OLSTM 2.62 0.65 0.51 

Proposed 2.40 0.02 0.01 

 

 

 

Table.5 Comparative analysis of short term solar power prediction of New York for different season 

Technique Season MAPE RMSE MAE 

RVFLN  

 

 

 

autumn 

3.57 0.13 0.08 

MKRVFLN 3.14 0.15 0.75 

VMD-DA-MKRVFLN 2.65 0.10 0.08 

VMD-DA-OMKRVFLN 2.43 0.10 0.06 

LSTM 1.74 0.07 0.05 

VMD-DA-LSTM 1.51 0.06 0.04 

VMD-DA-OLSTM 1.20 0.05 0.02 

Proposed 0.49 0.03 0.01 

RVFLN  

 

 

 

winter 

3.38 0.18 0.08 

MKRVFLN 3.09 0.16 0.08 

VMD-DA-MKRVFLN 2.79 0.14 0.07 

VMD-DA-OMKRVFLN 2.57 0.13 0.06 

LSTM 2.07 0.11 0.05 

VMD-DA-LSTM 1.78 0.09 0.04 

VMD-DA-OLSTM 1.43 0.07 0.03 

Proposed 0.37 0.02 0.01 

RVFLN  

 

 

 

summer 

4.01 0.14 0.09 

MKRVFLN 3.61 0.12 0.09 

VMD-DA-MKRVFLN 3.10 0.14 0.07 

VMD-DA-OMKRVFLN 2.73 0.12 0.07 

LSTM 2.57 0.16 0.06 

VMD-DA-LSTM 1.92 0.08 0.05 

VMD-DA-OLSTM 1.31 0.06 0.04 

Proposed 0.62 0.03 0.09 

RVFLN  

 

 

 

spring 

4.83 0.19 0.12 

MKRVFLN 4.58 0.17 0.11 

VMD-DA-MKRVFLN 3.76 0.14 0.09 

VMD-DA-OMKRVFLN 3.57 0.14 0.09 

LSTM 2.81 0.10 0.06 

VMD-DA-LSTM 1.92 0.06 0.05 

VMD-DA-OLSTM 1.54 0.05 0.03 

Proposed 0.71 0.03 0.02 

 

 

Table.6 Comparative analysis of medium term solar power prediction of New York for different season 

Technique Season MAPE RMSE MAE 

RVFLN  

 

 

 

autumn 

4.00 1.52 1.18 

MKRVFLN 3.57 0.26 0.24 

VMD-DA-MKRVFLN 3.35 0.80 0.62 

VMD-DA-OMKRVFLN 3.31 0.53 0.31 

LSTM 3.11 0.37 0.31 
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VMD-DA-LSTM 2.85 0.28 0.26 

VMD-DA-OLSTM 2.36 0.21 0.22 

Proposed 2.25 0.04 0.18 

RVFLN  

 

 

 

winter 

5.02 0.82 0.64 

MKRVFLN 4.84 0.72 0.62 

VMD-DA-MKRVFLN 4.65 0.87 0.59 

VMD-DA-OMKRVFLN 4.06 1.21 0.95 

LSTM 3.85 0.52 0.31 

VMD-DA-LSTM 2.72 0.34 0.27 

VMD-DA-OLSTM 2.37 0.31 0.24 

Proposed 2.37 0.29 0.23 

RVFLN  

 

 

 

summer 

4.95 0.82 0.63 

MKRVFLN 4.24 1.50 1,16 

VMD-DA-MKRVFLN 3.77 0.75 0.56 

VMD-DA-OMKRVFLN 3.29 0.80 0.61 

LSTM 2.83 0.25 0.24 

VMD-DA-LSTM 2.51 0.26 0.24 

VMD-DA-OLSTM 2.42 0.21 0.15 

Proposed 2.22 0.29 0.21 

RVFLN  

 

 

 

spring 

5.02 0.72 0.61 

MKRVFLN 4.08 0.64 0.53 

VMD-DA-MKRVFLN 3.89 0.80 0.56 

VMD-DA-OMKRVFLN 3.68 0.74 0.56 

LSTM 3.37 1.31 1.16 

VMD-DA-LSTM 3.33 1.31 1.16 

VMD-DA-OLSTM 2.62 0.65 0.51 

Proposed 2.40 0.02 0.01 
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