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Abstract. 
Inventory management for growing items is crucial in many industries, including agriculture, 

aquaculture, and animal husbandry. This paper develops a new mathematical model for the 

inventory management of growing products in a multi-vendor, multi-livestock, multi-rancher 

supply chain. The possibility of partial backorder shortages is considered, and both backorder 

and lost sale shortages are possible. To address environmental concerns, the carbon emissions 

of the system are limited by a direct cap policy. The main objective is to determine the 

optimal ordering and shortage quantity for each livestock type for each rancher. We 

incorporate the Hill coordination strategy into our proposed model to provide a centralized 

decision-making framework. Given the nonlinearity and dimensionality of the model, we 

propose metaheuristic algorithms as the solution approach. To this end, genetic algorithms, 

differential evolution, and particle swarm optimization algorithms are designed and 

implemented for the problem. The input parameters of all algorithms are tuned using 

Taguchi's design of experiments. We evaluate the performance of these algorithms by solving 

several numerical instances in small, medium, and large size categories. The experimental 

results show that the genetic algorithm outperforms the other metaheuristics regarding the 

quality of solutions. Finally, some suggestions for extending the current study are discussed. 
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1.  ‌Introduction  

Effective inventory management in supply chains is critical for ensuring the efficient 

delivery of goods and services to customers. Different coordination mechanisms in supply 

chains have been developed in recent years to achieve more effective inventory management. 

The developed coordination mechanisms, such as buy-back, revenue sharing, option, 

consignment stock, and vendor-managed inventory (VMI), are actively used to improve the 

performance of inventory systems in the supply chain environment [1-5]. One of the most 

challenging inventory systems is the inventory system of growing products. For the first time, 

Rezaei [6] addressed the inventory system of growing products, and developed a new 

economic order quantity model to determine the replenishment policy in a single-echelon 

system. After this study, the subsequent research tried to bring this basic model to a real-

world environment as much as possible. They assumed several realistic assumptions, such as 

the presence of multi-item [7], quality control aspects [8, 9], discount policy [10], product 

deterioration [11], trade credits [12, 13], shortage [14], mortality [15], transportation 

decisions [16], substitution [17], carbon emission [18, 19], etc. However, the coordination of 

entities in the supply chain of growing products remained unaddressed until Malekitabar, et 

al. [20] presented a two-echelon supply chain model for the problem. They applied revenue 

and cost-sharing contracts for coordination in the supply chain. Afterward, more articles 

focused on this problem. For example, Pourmohammad-Zia, et al. [21] developed an 

integrated single-vendor single-buyer supply chain model with pricing and inventory 

decisions. Their model also considered the possibility of deterioration. As one of the few 

works on three echelon supply chains, Sebatjane and Adetunji [22] studied a farmer-food 

processor-retailer network with imperfect quality growing products. They suggested a 

salvage policy to deal with low-quality items. More details on the literature on inventory 

planning for growing products are also available for interested readers in the review article by 

Pourmohammad-Zia [23]. 

On the other hand, there has been a growing interest in developing sustainable supply 

chain models that consider the environmental impacts of supply chain activities [24-26]. With 

increasing concerns over climate change and the impact of greenhouse gas emissions on the 

environment, organizations are under pressure to reduce their carbon footprint. As a result, 

incorporating carbon emission considerations into supply chain decision-making has become 

increasingly important. The importance of carbon emission is also so high for the inventory 

system of growing products, so several recent studies focused on determining optimal 
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replenishment decisions by considering these concerns [27]. For example, Gharaei and 

Almehdawe [18] derived the optimal ordering policy for growing products under carbon tax 

regulation. De-la-Cruz-Márquez, et al. [28] also utilized carbon tax regulation to develop a 

sustainable model for a growing product inventory system with price-sensitive demand. 

Rana, et al. [29] developed a new model for inventory planning of growing products under 

payment delays as a financial option. The carbon emission was taken into account by direct 

accounting regulation. In another study, Zhang, et al. [30] formulated the model by Rezaei [6] 

under the carbon tax, cap-and-trade, and cap-and-offset regulations. 

From the solution methodology viewpoint, researchers have tried to address similar 

problems using efficient algorithms in recent years. For example, Pasandideh, et al. [31] 

studied a single-vendor single-buyer supply chain with multiple products, and proposed 

genetic algorithm (GA) as the solution approach. The integrated model of the problem was 

derived using VMI contract. Sadeghi, et al. [32] investigated an inventory management 

problem for a two-layer supply chain with single-vendor and multiple buyers. The demand 

for considered as a fuzzy parameter in this work. They presented a particle swarm 

optimization (PSO) algorithm to solve the model. Sadeghi, et al. [33] considered the presence 

of multiple vendors and multiple buyers in a two-echelon supply chain, and solved the 

developed model by GA and PSO algorithms. In another work, Sadeghi, et al. [34] extended 

their previous work by developing a bi-objective model that simultaneously minimizes the 

total cost and maximizes the reliability for a single-vendor multiple-buyers system. They 

utilized the non-dominated sorting genetic algorithm-ii (NSGA-II) as the multiobjective 

version of GA for solving the model. Mousavi, et al. [35] explored a multi-item inventory 

model with operational constraints and dynamic demand. The GA and SA were the suggested 

solution approaches in this research. Nia, et al. [36] developed a hybrid genetic and 

imperialist competitive metaheuristic for the inventory management in a single-vendor 

single-buyer supply chain, and show the efficiency of the algorithm by making comparison to 

the GA in the literature. Keramati, et al. [37] proposed a simulation-metaheuristic approach 

by combining the SA algorithm with a simulation module to solve a multi-product inventory 

model. In this study, the decisions on supplier selection and inventory classification were also 

considered. Fallahi, et al. [38] designed differential evolution (DE) and PSO metaheuristics 

for a multiproduct EOQ model of reusable items. The authors boosted the classical 

algorithms through the integration of Q-learning algorithm for parameter adaption. Finally, 

Sadeghi, et al. [39] employed the grey wolf optimizer and whale optimization algorithm as 

two novel metaheuristic algorithms for a two-layer supply chain of reusable products. Table 1 
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provides a better clarification of the research gap and novelties of our paper against the 

previous articles on inventory management of growing products in the literature.  

[Please insert Table 1 about here] 

To the best of our knowledge, none of the previous works studies a multi-livestock 

inventory management problem for a multi-vendor multi-buyer supply chain environment 

under the coordination and carbon emission concerns. As one of the closest works to our 

paper, Pourmohammad-Zia, et al. [40] formulated the VMI contract for an integrated three-

echelon supply chain of growing products. However, they assumed that there is a single 

entity in each supply chain echelon. In addition, their model determines a single product's 

replenishment policy, ignoring the carbon emission concerns. In this paper, we fill this 

research gap and present a novel mathematical model for integrated optimizing the inventory 

decisions of growing products in a multi-vendor multi-livestock multi-buyer supply chain. 

Our model considers the direct cap policy for carbon emission of buyers, ensuring that 

sustainability is integrated into the supply chain. In addition, we consider the possibility of 

partial backordering shortage, in which both types of the backorder and lost sale shortage are 

possible. The developed model is a complex large-size nonlinear model. The previous 

research successfully employed metaheuristic algorithms to solve such constrained inventory 

management problems in multi-echelon supply chains. Consequently, GA, DE, and PSO are 

designed and implemented for this goal as three of the well-known and efficient 

metaheuristics that have shown great potential in solving similar problems in the literature.  

The rest of the paper is organized as follows. In Section 2, we define the new inventory 

management problem, and develop a nonlinear mathematical model. In Section 3, we propose 

and design GA and DE metaheuristic algorithms as the solution approach. In Section 4, we 

analyze the performance of algorithms by solving several numerical examples. In Section 5, 

some managerial insights are discussed based on the computed results. In Section 6, we 

present the conclusion of the paper, and our suggestions for future research. 

 

2. Problem description and modeling 

In this section, we will present the new problem for inventory management of growing 

products in a two-echelon supply chain, and model this problem mathematically.  

 

2.1 Assumptions 

The main assumption of the newly presented inventory model is as follows: 
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 There is a multi-vendor multi-livestock multi-rancher supply chain. 

 The partial backorder shortage is allowed. 

 The demand for each type of livestock from each buyer is constant and deterministic. 

 The carbon emission is results from the placement of orders and holding of 

slaughtered live stocks. 

 The direct cap approach limits the carbon emission. 

 The decision-making is centralized for the supply chain. 

 There is no possibility of a discount. 

 

2.2 Notations 

The following sets, parameters, and variables are considered in the formulation of the 

problem: 

Sets 

K  The set of vendors 

J  The set of livestock 

I  The set of ranchers 

Parameters 

ijkAB  The ordering cost of rancher 𝑖 for the ordering of livestock j from vendor k   

ijkAS  The ordering cost of vendor k  for the ordering of livestock j  by rancher i  

ijh  The holding cost of livestock j  for rancher k  

ijw  The backorder shortage cost of livestock j  for rancher i  

ij  The lost sale shortage cost of livestock j  for rancher i  

ijD  The demand for livestock j of rancher i  

ij  The portion of backorder shortage for product j  of rancher 𝑖  

p  The unit carbon emission per holding slaughtered livestock 

q  The unit carbon emission per each order 

eT  The carbon emission quota for the total ordering carbon emission 

rT  The carbon emission quota for the total inventory holding carbon emission 

jCf  The feeding cost of livestock j  

jA  The asymptotic weight of livestock j  
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L  The rate of growth 

n  The parameter for the shape of the growth function 

b  The constant integration of the growth function 

Variables 

tW  The weight of livestock at time t  

 f t  The feeding function 

 ijI t  The inventory level of livestock j  in the warehouse of vendor i  in time t  

max

ijI  The maximum inventory level of livestock j  in the warehouse of vendor i   

k

BSC  The total inventory cost of vendor k   

i

BBC  The total inventory cost of rancher i    

TC  The total cost of the supply chain under the coordination 

ijkQ  The economic quantity of order of livestock j  from vendor k  for rancher i  

ijb  The maximum shortage level of product j  for rancher i  

g  The growing period of products 

ijT  The overall inventory cycle of purchased livestock j  from vendor k  for rancher i  

ijt  The overall shortage cycle of livestock j  for rancher i  

 

2.3 Problem definition 

As pointed out before, the first EOQ model for production-inventory management of 

growing products was developed by Rezaei [6]. In this study, we extend this basic model for 

a two-echelon supply chain network, including multiple vendors, multiple livestock, and 

multiple ranchers under coordination. At the beginning of each cycle, rancher i  order ijkQ  

newborn livestock j  from the vendor k  that can grow. The ordering costs of ijkAB  and ijkAS  

are imposed on the rancher and vendor per each order, respectively.  Each newborn livestock 

weighs 0w  at the time of receiving order. The live stocks are fed, and they grow to a target 

weight 1w  during a growth period g . To model and measure the growth pattern of products, 

a suitable growth function should be selected. We utilize the proposed growth function by 

Richards [41], which is one of the widely used models in the literature [6-8, 10]. The general 

form of the function is 
1/

  1  
n

Lt

tW A be


    . Each rancher bear feeding costs during the 
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growth period. The feeding cost of products fluctuates over, regarding the weight of 

livestock. Therefore, a feed intake function should be used to model the feeding behavior of 

animals. We consider a polynomial feed intake function, with a general form as 

  2 3

0 1 2 3 f t b b t b t b t     [7, 42]. Based on this feed intake function, the feeding cost of the 

growing livestock is calculated as 2 3

  0 1 2 3

0

   

g

j ijkCf Q b b t b t b t dt   . After attaining the target 

weight, the livestock are slaughtered, and used to satisfy the demand of customers. The 

inventory holding cost ijh  results from the holding of slaughtered livestock. We consider the 

possibility of the shortage in the inventory system. In addition, we assume a partial backorder 

shortage to establish a more realistic decision support system. More specifically, ij  portion 

of the shortage is backorder, and  1 ij  is lost sale. Furthermore, in recent years, 

environmental concerns and sustainability have become crucial factors in supply chain 

management. The carbon footprint of supply chains has been identified as a significant source 

of greenhouse gas emissions, contributing to climate change. As such, we take into account 

the carbon emission concerns in the proposed inventory system of growing products. In this 

study, we consider carbon emissions from both ordering and holding of livestock, which are 

denoted by eT  and rT . To limit and reduce the carbon emissions, we will apply the direct cap 

policy, which sets a maximum allowable level of carbon emissions [43-45]. The goal of each 

rancher is to determine to main decisions as: (1) optimal ordering quantity of each newborn 

livestock and (2) optimal shortage quantity of each newborn livestock. Figure 1 shows the 

inventory level diagram for livestock in the warehouse of a rancher. 

[Please insert Figure 1 about here] 

2.4 Mathematical modeling 

Based on the defined problem, the cost components of the inventory system can be 

formulated as follows [5, 32, 46]: 

 The total ordering cost of livestock for each rancher: 

 
 

1 1

                          
1

K J
ijk ij

K j ijk ij ij

AB D

Q b 

 
 

   
     Ii  (1) 

 

 The total ordering cost of livestock for each vendor: 
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 1 1 1

 
            

1

jk i
ijk ij

k i j ijk ij ij

AS D

Q b  

 
 

  
       Kk  (2) 

 

 The total holding cost of slaughtered livestock for each rancher: 

  

2

1/  

1 1

 
  1      

2  1

jK
n ij ijk ij ijLt

j

K j ijk ij ij

h Q b
A be

Q b








 

         
 

     Ii  (3) 

 

 The total backorder shortage cost of slaughtered livestock for each rancher: 

  

2

 

1 1

 
 

2  1

jK
ij ij ij

K j ijk ij ij

w b

Q b



 

 
 
  
 

     Ii   (4) 

 

 The total lost sale shortage cost of slaughtered livestock for each rancher: 

 
 

 

1 1

1  

1

jK
ij ij ij ij

K j ijk ij ij

b D

Q b

 

 

 
 

   
     Ii  (5) 

 

 The total feeding cost of livestock before slaughtering for each rancher: 

2 3

  0 1 2 3

1 1 0

   

gjK

j ijk

K j

Cf Q b b t b t b t dt
 

 
   

  
      Ii  (6) 

 

In addition, the shortage cycle and overall inventory cycles can be formulated as follows: 

 
1

1 /
K

ij ijk ij ij ij

k

T Q b D


 
   
 
   (7) 

/ij ij ijt b D   (8) 

 

Based on the modeled cycles, the total cost of thi  rancher can be formulated as follows: 

    
 

  
 

2

1/  

1 1 1 1

2

  

1 1 1 1

 
      1   

1 2  1

1   
 

12  1

j jK K nij ijk ij ijijk iji Lt

B j
K j K j

ijk ij ij ijk ij ij

j jK K
ij ij ij ijij ij ij

K j K j

ijk iijk ij ij

h Q bAB D
BC A be

Q b Q b

b Dw b

QQ b



 

 






   

   

 

 

     
     

       

  
 

    


 

2 3

  0 1 2 3
1 1 0

      
gjK

j ijk
K j

j ij

Cf Q b bt b t b t dt
b  

 
 

       
 

 

   Ii  (9) 

Also, the vendors bear the ordering cost, which is calculated as follows: 
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 1 1

 
 

1  

ji
ijk ijk

B

i j ijk ij ij

AS D
SC

Q b 

 
 

   
     Kk  (10) 

As mentioned before, the goal of the present problem is to provide a coordinated decision-

making framework. To this end, we use the proposed mechanism by Hill [47]. Under this 

coordination scheme, the vendors and ranchers are not responsible for their inventory 

decisions and costs. In this situation, the inventory decisions are made by a central unit in 

such a way that the overall cost of the supply chain is minimized. Therefore, the integrated 

objective function of the system can be formulated as follows: 

      
 

  

2

1/  

1 1 1

1 1 2

 

1 1

  
  1   

1 1 2  1

 

2  1

J J J nij ijk ij ij Ltijk ij ijk ij

j
j j j

K I ijk ij ij ijk ij ij ijk ij ij

k i

J
ij ij ij

j j

ijk ij ij

h Q bAS D AB D
A be

Q b Q b Q b
TC

w b

Q b



  








  

 

 

                  
             

 
 

  
   

 
 

  2 3

  0 1 2 3
1 0

1  
   

1

gJ J
ij ij ij ij

j ijk
j

ijk ij ij

b D
Cf Q b bt b t b t dt

Q b

 

 

 
 
 
 

                 

 

(11) 

 

The above objective function is subjected to the following constraints: 

 1

 
 

1

J
ij

e

j ijk ij ij

q D
T

Q b

 
  

   
        ,i I k K  (12) 

  

2

1

 
 

2  1

J
ijk ij ij

r

j ijk ij ij

p Q b
T

Q b





     
  
 

     I,     i k K   (13) 

, 0ijk ijQ b       ,     ,    i I j J k K   (14) 

Constraints (12) specify the upper limit on the total carbon emission from ordering 

newborn livestock. Also, Constraints (13) show the limited quota for the carbon emission 

from the holding of slaughtered livestock. Note that we adopted the approach by Gharaei 

and Almehdawe [18] for the separate formulation of ordering and holding emission 

constraints. Finally, the types of decision variables are expressed via constraints (14). 

 

3. Solution approach 

The developed model for the proposed inventory system, as a generalization of the 

presented model by Khalilpourazari and Pasandideh [7], is a large-dimension constrained 

nonlinear programming mathematical model. Therefore, the classical exact algorithms or 

commercial solvers are not efficient in solving these problems. In other words, the challenges 

in employing classical exact algorithms or commercial solvers for solving these problems 

stem from the nonlinear nature of the objective function and constraints. The nonlinearity of 
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the equations governing our model introduces a multitude of local optimum points within the 

solution space. These local optima can mislead classical algorithms into converging 

prematurely to suboptimal solutions. As a result, achieving the global optimum becomes a 

challenging task [7]. Also, the sustainability constraint embedded in our model creates a 

complex interplay between decision variables, making it difficult for classical algorithms to 

efficiently explore the entire feasible region in nonlinear space. Metaheuristics are among the 

widely used approaches that are used for these problems in the literature. These algorithms 

showed great power in solving the models for multi-product inventory systems. To solve the 

presented new mode, we design GA, DE, and PSO metaheuristics as three of the most 

powerful evolutionary algorithms in the literature. These algorithms are among the well-

established and widely used metaheuristic algorithms, particularly in solving complex 

continuous optimization problems. They are known for their simplicity and ease of 

understanding, making them accessible to researchers and practitioners. This simplicity 

facilitates straightforward implementation and experimentation. These algorithms also have a 

reasonable number of input parameters, and this flexibility allows us to fine-tune their 

configurations for our specific problem by the statistical methods.  

 

3.1 Genetic algorithm 

GA was introduced by Holland [48] as one of the earliest metaheuristic algorithms for the 

first time in 1960. The significant power of GA in solving optimization problems in different 

fields made the algorithm one of the most popular evolutionary search techniques. 

Stage 1: GA starts the search process with random initialization of popN  population of 

solutions. Each individual in the population is known as a chromosome and includes a set of 

genes that represents the problem variables. GA evolves the generated initial solutions using 

two main operators, crossover and mutation, which are explained in the next stages. The 

operators are continually applied unit a termination criterion is met for the algorithm. 

Stage 2: The crossover operator is the main responsible for generating solutions and evolving 

chromosomes in GA. This stage includes performing the crossover operators to generate new 

individuals. Different crossover operators are used for GA. In this research, we utilize the 

double-point crossover operator. This operator is commonly used in GAs to combine genetic 

material from two parent individuals to create new offspring individuals. The double-point 

crossover operator selects two random points on the parent chromosomes and exchanges the 

genetic material between the selected points to produce the corresponding offspring 
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chromosomes. The two points are randomly selected to ensure diversity in the offspring 

population. The number of generated chromosomes by crossover is determined by a 

crossover rate parameter cP . 

Stage 3: In this stage, the algorithm applies a mutation operator to improve the diversity of 

solutions. We utilize the swap mutation operator for this goal. This operator randomly selects 

two positions in an individual's genotype and swaps the values at these positions. This results 

in the creation of a new solution that is similar to the original but has some differences in the 

order of the elements. The probability of applying the swap mutation can be controlled by a 

mutation rate parameter mP . A higher mutation rate will result in more mutations and more 

solution space exploration but may also lead to premature convergence or loss of good 

solutions. 

Stage 4: In the last stage, which is the selection stage, the newly generated chromosomes 

resulting from the crossover and mutation operations are combined with the previous 

population. Then, the fitness of each chromosome is evaluated using the fitness function. The 

best chromosomes with higher fitness values are selected for the next iteration. This process 

of selection is often referred to as "survival of the fittest," as only the chromosomes with the 

best fitness values are allowed to pass on their genetic material to the next generation. 

 

3.2 Differential evolution algorithm 

DE, as a population-based evolutionary algorithm, was developed by Storn and Price [49] 

for the first time. This algorithm has been extensively used in solving real-world optimization 

problems in several fields, such as medical decision-making, inventory management, 

scheduling, etc. [50, 51]. The DE algorithm comprises four main stages as below: 

Stage 1: The DE algorithm generates a random initial population with size  

popN  to start the search process. Consider iteration 1k   of DE algorithm to solve a D  

dimensional minimization problem. Then, the initial population can be expressed as follows: 

 1,1 1,2 1,, , ,
popNz z z    (15) 

The DE algorithm targets all individuals in population   for replacement in each iteration. 

The DE algorithm utilizes mutation, crossover, and acceptance operators for this goal. These 

operators are continuously applied until the algorithm reaches a stopping criterion, such as 

the maximum number of iterations. 
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Stage 2: Consider the thk  iteration of the DE algorithm. DE applies the mutation operator for 

each individual  
,  i kz  as follows: 

 , , , ,i k k k kz z F z z       (16) 

Where  , , 1, , popN     are three randomly selected different individuals from the 

population. In addition,  0,2F  is the mutation scale factor, an input parameter of the DE 

algorithm.  

Stage 3: In this stage, a crossover operator is applied to compute a trial vector ,i kx  through 

the combination of the target vector ,i kz  and mutant vector 
,i kz  as follows: 

,

,

,

             

                                  .

ˆ j

i k j c jj

i k j

i k

z if R P or j I
x

z o w

  
 


  (17) 

where j  denotes the thj  variable of the problem. Moreover, 
cP  is the crossover probability, 

and jR  is a random number in  0,1  interval. Also,  1,jI D  is a random integer number that 

ensures a minimum difference between the target vector and trial vector.  

Stage 4: After the generation of the corresponding trial vector of each individual, the 

acceptance operator is applied. In this stage, the objective functions of the trial vector and 

target vector are compared to choose the new individual for the next iteration. The 

comparison of trial and target vectors are as follows: 

   , , ,

, 1

,

             

                                       .

i k i k i k

i k

i k

x if f x f z
z

z o w


 
 


  (18) 

 

3.3 Particle swarm optimization algorithm 

Kennedy and Eberhart [52] developed PSO as a nature-inspired metaheuristic algorithm. 

The PSO algorithm drew inspiration from the collective interactions observed in groups of 

birds or fish. In PSO, the algorithm assigns the term particle to each individual member 

within the group, and the entire assembly of particles is referred to as a swarm. The algorithm 

has shown great potential in solving complex real-world optimization problems during the 

past two decades, and the researchers successfully applied the algorithm to problems in 

various areas such as production scheduling, medical decision-making etc. [53, 54]. There are 

four main stages in the implementation of PSO for an optimization problem: 
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Stage 1: In the PSO algorithm, each particle is recognized by its position and velocity. 

Consider ,

k

i jx  and ,

k

i jv  as the position and velocity vector corresponding to the variable j  in 

the iteration k  of the algorithm. Similar to GA and DE, the PSO also starts the search process 

by random generation of an initial population with a predetermined size popN . The algorithm 

assigns the randomly generated values to the position of particles. Also, the initial velocity 

for each particle is set to zero. The PSO algorithm focuses on all particles in the population 

for replacement in each iteration. More specifically, the algorithm uses two main operators, 

velocity update and position update, for this goal. This will be done until a termination 

criterion, like the maximum number of iterations, is reached.  

Stage 2: Consider the thk  iteration of the PSO algorithm. PSO updates the velocity of the 

variable j  for particle i  using the following equation: 

   1 1 1

, , 1 1 , 2 2 ,

k k k k

i j i j best i j best i jv v c r G x c r P x        (19) 

where 1r  and 2r  are two random numbers that are generated from  0,1  interval. Here, bestP  

and bestG  are the personal best position of particle i  and the global best position for all 

particles, respectively. Also, 1c  and 2c  are two weight factors that determine the level of 

impact for the social and individual cognition.  

Stage 3: In this stage, the algorithm uses the updated velocity and previous position 

information to update the position for each particle based on the below equation: 

1

, , ,

k k k

i j i j i jx x v   (20) 

The implementation of the explained metaheuristic algorithms requires a solution 

representation scheme. To this end, four matrixes are used, which include the order quantity, 

shortage quantity, overall inventory cycle, and overall shortage cycle.  Finally, the flowcharts 

of the proposed GA, DE, and PSO metaheuristics are depicted in Figure 2. 

[Please insert Figure 2 about here] 

4. Computational results  

In this section, we analyze the performance of proposed metaheuristic algorithms to solve 

the nonlinear mathematical model of the problem. All the algorithms are coded and run on a 

personal computer with Intel(R) Core (TM) i7-6700HQ CPU @ 2.60GHz processor and 8 

GB RAM. The input value of problem parameters is randomly generated from the specified 

ranges in Table 2. The considered ranges are mostly adapted from the papers by Rezaei [6] 

and Mokhtari and Rezvan [5]. 
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[Please insert Table 2 about here] 

 

 

As the performance of metaheuristics is highly affected by the value of their input 

parameters, a suitable approach should be used to determine parameters of GA, DE and PSO 

algorithms. A wide variety of approaches has been used for this goal in literature. Fractional 

factorial design, response surface methodology, and Taguchi design of experiments are some 

examples of the techniques used to calibrate metaheuristics [55, 56]. Taguchi's design of 

experiments is among the widely used methods in recent years. This method divides the 

algorithm's affecting factors into signal and noise factors. Then, Taguchi tries to determine 

the optimal level of signal factors in such a way that the response's performance is optimized. 

Taguchi uses the signal-to-noise ratio for this goal, which is as follows for a minimization 

problem: 

2

1
10log

k

jj
yS

N k



 
  
 
 


  (21) 

where jy  is the value of the objective function in replication j , and k  is the total number of 

replications. One of the main benefits of Taguchi is the use of orthogonal arrays instead of 

full factorial design. Therefore, the optimal parameter levels of algorithms can be determined 

by expanding a minimum level of computational cost. We consider three levels for 

parameters of GA, DE, and PSO with the details presented in Table 3. The selection of input 

levels is performed using a trial-and-error procedure [33]. This methodology is firmly rooted 

in Taguchi's philosophy, emphasizing the importance of integrating quality design principles 

right from the inception of production, rather than addressing them later in the process. 

[Please insert Table 3 about here] 

For GA and DE algorithms, 9L  orthogonal arrays are used to determine the experiments. 

Also, 27L  are employed to specify PSO’s experiments. Each experiment is run in five 

replications.  The obtained main effect plots from the signal-to-noise ratios are shown in 

Figure 3. In this figure, the level with the highest means of the signal-to-noise ratio is the 

optimal level for each parameter. 

[Please insert Figure 3 about here] 

After parameter tuning, the performance of algorithms should be compared. We consider four 

performance measures for the comparison. These measures include average objective 
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function, CPU time, RPD , and RDI . The RPD  and RDI  are two error measures, which are 

computed as follows: 

sol sol

sol sol

Met Best
RDI

Worst Best





  (22) 

sol sol

sol

Met Best
RPD

Best


   (23) 

where solMet  is the obtained solution by the metaheuristic algorithm. Moreover, solBest  and 

solWorst  are the best and worst obtained solutions by all metaheuristics. The dimension of the 

three instance categories is presented in Table 4. 

[Please insert Table 4 about here] 

For each category, 10 examples are generated using the defined range in Table 2. The 

convergence curve of algorithms for a single instance in each category is shown in Figure 4.  

The detailed obtained results of metaheuristic algorithms for small, medium, and large 

categories are summarized in Tables 5 to 7. For the small instances, we also solved the 

problem using the CONOPT solver in GAMS. 

[Please insert Figure 4 about here] 

[Please insert Table 5 about here] 

[Please insert Table 6 about here] 

[Please insert Table 7 about here] 

Based on the results, the gap of the best obtained solutions to the computed solution by the 

CONOP solver is relatively low. Moreover, the solver cannot find solutions for some 

instances. This is due to the nonlinearity of the equations in the model. As can be seen, GA 

has a better performance than DE and PSO in terms of the average objective function 

measure. This difference is more significant in small-sized instances, where the average 

objective function of DE, as the second-best algorithm, is about seven percent lower than 

GA. The difference in the quality of solutions is also reflected in average RDI and RPD 

measures. In all categories, GA reaches lower values of RDI and RPD. Despite this 

difference, DE needs less time to calculate the solutions. As can be seen, the CPU time of DE 

is less than GA and PSO for all examples. The CPU time difference is highlighted more in 

small and large-sized instances. Figures 5 and 6 demonstrate the comparison between the 

average objective function and CPU time of the algorithms for the solved problems in each 

size, respectively. 

[Please insert Figure 5 about here] 
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[Please insert Figure 6 about here] 

The boxplot of the average objective function and average CPU time measures are also 

presented in Figure 7 to provide better insights.  

[Please insert Figure 7 about here] 

In Figures 7(a) and 7(b), we present boxplots illustrating the distribution of average objective 

function and CPU time values for small instances, respectively. As can be seen, GA 

significantly outperforms DE and PSO regarding average objective function. For CPU time 

measure, DE exhibits the lowest median value, indicating its superior computation speed. 

However, it's worth noting that DE demonstrates a narrower spread of values for the average 

objective function, suggesting greater robustness. In medium instances, GA again achieves 

the lowest median objective function value, as shown in Figure 7(c). Moving on to 

computational efficiency, Figure 7(d) depicts boxplots representing the average CPU time for 

solving medium instances. Based on this plot, the DE algorithm demonstrates the shortest 

computation times, followed by GA and PSO. Note that the difference in CPU time of PSO 

with the other algorithms in medium instances is less than in small instances. In Figures 7(e) 

and X(f), we provide the boxplots for large instances. These boxplots reveal that GA 

maintains its competitive edge in terms of solution quality. As expected, DE remains the most 

efficient option for large instances in terms of CPU time. 

 

5. Managerial insights and practical implications 

The primary objective of our framework is to provide a decision support system tailored 

for the intricate realm of inventory management for growing products in supply chains. More 

specifically, this system caters to the unique demands of handling multiple growing products 

within two-level multi-vendor multi-rancher supply chains. Importantly, we have integrated 

the direct cap mechanism, a widely recognized emissions reduction strategy, into our 

framework, thereby enhancing its realism and applicability. For industrial managers, the 

consideration of emissions reduction policies, such as the direct cap, has emerged as an 

indispensable tool. These policies not only align with global sustainability imperatives but 

also serve as vital instruments for achieving sustainability within their industries. Our 

developed framework, in this context, emerges as a critical enabler, empowering managers to 

incorporate both economic and environmental dimensions of sustainability into their 

inventory management strategies. 
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The developed mathematical model for the problem belongs to the category of constrained 

nonlinear programming models. These models, characterized by their intricate nonlinear 

objective functions and constraints, pose formidable challenges for classical exact algorithms 

and commercial solvers. Recognizing this, we turn to the realm of metaheuristic algorithms, a 

domain that has demonstrated remarkable promise in tackling similar complex problems. In 

our endeavor to provide managers with a versatile solution methodology, we have designed 

Genetic Algorithms GA, DE, and PSO metaheuristics. These algorithms stand out for their 

capabilities in addressing continuous optimization problems. To showcase the practicality of 

our approach, we have undertaken a comprehensive series of experiments, spanning from 

small-scale instances to larger ones. The results obtained from these experiments present a 

clear recommendation for managers: GA emerges as the algorithm of choice.  

This algorithm computes solutions with lower objective values across a diverse range of 

problem sizes. While it's important to note that GA excels in optimizing objectives, it does 

come with a marginally higher computational time, roughly 35% longer than DE in various 

examples. However, it's worth emphasizing that the computational time of all these 

algorithms remains reasonably low, making this difference, in practical terms, potentially 

negligible for managers. 

 

6. Conclusion 

This research developed a new model for sustainable, coordinated inventory planning of 

growing items in a multi-vendor multi-livestock multi-rancher supply chain. To establish the 

coordination between the vendors and ranchers, the Hill coordination mechanism was 

employed as one of the well-known and efficient strategies.  In the proposed model, the 

partial backorder shortage of products was allowed for ranchers. In addition, carbon emission 

from ordering and inventory holding was taken into account via the direct cap policy. This 

new problem was formulated using a constrained nonlinear programming mathematical 

model. The goal of the proposed single-objective model was to determine the optimal 

ordering and shortage quantity of livestock for each rancher so that the total cost of the entire 

supply chain is minimized. The nonlinearity and dimension of the model prompted us to 

utilize the metaheuristic algorithms as the solution approach of the problem. To this end, GA, 

DE, and PSO metaheuristic algorithms were designed and implemented for the problem. To 

ensure the algorithms efficiency, the parameters were calibrated by the Taguchi method. 

Extensive analysis of results was provided by solving several numerical instances in small, 
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medium, and large size categories. To this end, 10 numerical examples were randomly 

generated for each category, and solved by the algorithms. The results indicated that GA is 

more powerful than DE and PSO in terms of solution quality. More specifically, GA reaches 

solutions with a lower total cost in three considered instance categories. However, DE 

showed a better performance concerning the CPU time measure. Although DE computes the 

solutions in less time, the difference between its CPU time and GA's CPU time is 

insignificant. Finally, we presented some managerial insights based on the computed results. 

The current study can be extended in several ways by future research. Here, we modeled 

the system considering a deterministic decision-making environment. Uncertainty modeling 

by using a proper approach such as robust optimization or chance-constrained programming 

is a direction to extend the current paper. Moreover, other state-of-art metaheuristic 

algorithms can be implemented for the problem, and their performance can be discussed with 

the developed GA and DE. Also, other limitations on the system's resources, such as the total 

available budget or available space, can be addressed in future research. 
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Figure 3: The signal-to-noise ratio main effect plots 

  

  

(a): GA-small instance (b): DE-small instance 

  

(c): PSO-small instance (d): GA-medium instance 
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(e): DE-medium instance (f): PSO-medium instance 

  

(g): GA-large instance (h): DE-large instance 

 

(i): PSO-large instance 

Figure 4: The convergence curve of metaheuristics in three categories of numerical instances 
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Figure 5: Average objective function of the 

metaheuristic algorithms in different sizes of 

numerical instances 

Figure 6: Average CPU time of the 

metaheuristic algorithms in different sizes of 

numerical instances 

  

(a): Average objective function boxplot-small instances (b): Average CPU time boxplot-small instances 

  

(c): Average objective function boxplot-medium 

instances 

(d): Average CPU time boxplot-medium instances 
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(e): Average objective function boxplot-large instances (f): Average CPU time boxplot-large instances 

Figure 7: The boxplot of the average objective function and CPU time measures  
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Table 1: The novelties of current work against the previous research in the literature of inventory models for growing products 

Research Year 
Number of vendors Number of buyers Number of products Shortage type Carbon 

emission 
Coordination 

Solution 

approach Single Multiple Single Multiple Single Multiple Backorder Lost sale 

Rezaei [6] 2014           Heuristic 

Zhang, et al. [30] 2016           Analytical 

Khalilpourazari and Pasandideh [7] 2019           Metaheuristic 

Sebatjane and Adetunji [8] 2019           Heuristic 

Sebatjane and Adetunji [10] 2019           Heuristic 

Nobil, et al. [14] 2019           Heuristic 

Malekitabar, et al. [20] 2019           Heuristic 

Mokhtari, et al. [11] 2020           Metaheuristic 

Sebatjane and Adetunji [22] 2020           Heuristic 

Alfares and Afzal [9] 2021           Analytical 

Mahato, et al. [12] 2021           Analytical 

Mittal and Sharma [13] 2021           Analytical 

Pourmohammad-Zia, et al. [21] 2021           Heuristic 

Gharaei and Almehdawe [18] 2021           Metaheuristic 

De-la-Cruz-Márquez, et al. [28] 2021           Heuristic 

Rana, et al. [29] 2021           Analytical 

Pourmohammadzia [15] 2022           Heuristic 

Sebatjane and Adetunji [16] 2022           Heuristic 

Current research 2024           Metaheuristic 
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Table 2: The range of input parameters of numerical instances 

Parameter Range Parameter Range 

ijkAB   ~ 50,100U  
p   ~ 0.10,0.12U  

ijkAS   ~ 50,100U  eT   ~ 12,15U  

ijh   ~ 0.002,0.005U  rT   ~ 12,15U  

ijw   ~ 4,9U  jCf   ~ 0.007,0.015U  

ij   ~ 1,3U  jA   ~ 670.2,671.2U  

ijkD   ~ 5000,13000U  k  0.036  

ij   ~ 0,1U  
n  0.0087  

q   ~ 0.10,0.12U  b  0.043  

 

Table 3: Three considered levels for the parameter calibration of metaheuristics 

Algorithm Parameter Parameter 

name 

Level 1 Level 2 Level 3 

GA A 
itMax  50 75 100 

B 
popN  20 25 30 

C 
cP  0.7 0.8 0.9 

D 
mP  0.1 0.2 0.3 

DE A 
itMax  50 75 100 

B 
popN  20 25 30 

C F  0.7 0.75 0.8 

D 
cP  0.1 0.2 0.3 

PSO A 
itMax  50 75 100 

B 
popN  20 25 30 

C 
1c  1 1.50 2 

D 
2c  1.50 2 2.50 

E w  0.90 0.95 0.99 

F 
dampw  0.95 0.99 1 
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Table 4: The dimension of three categories of numerical instances 

Instance size Number of vendors Number of livestock Number of ranchers 

Small 6 8 6 

Medium 15 20 15 

Large 25 30 25 
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Table 5: The computational results of algorithms for small instances 

Instance  Average  

total cost 

  Average RDI   Average RPD   Average 

 CPU time 

  % 

Gap 

 GA DE PSO  GA DE PSO  GA DE PSO  GA DE PSO   

#S1  4.73E+08 5.25E+08 5.02E+08  0.16 0.94 0.59  0.02 0.13 0.08  0.93 0.74 3.03  2.03 

#S2  4.92E+08 5.36E+08 4.99E+08  0.35 0.81 0.55  0.07 0.17 0.08  1.05 0.89 2.60  3.09 

#S3  4.86E+08 5.34E+08 5.08E+08  0.44 0.80 0.68  0.14 0.25 0.10  1.00 0.82 3.36  8.06 

#S4  4.87E+08 5.22E+08 5.24E+08  0.29 0.66 0.61  0.06 0.13 0.09  1.02 0.77 3.08  7.06 

#S5  4.96E+08 5.08E+08 5.09E+08  0.50 0.65 0.61  0.09 0.11 0.09  0.92 0.71 3.71  − 

#S6  4.89E+08 5.10E+08 5.13E+08  0.33 0.52 0.76  0.08 0.13 0.11  0.93 0.79 4.19  4.08 

#S7  4.90E+08 5.19E+08 5.29E+08  0.34 0.62 0.86  0.11 0.19 0.12  1.01 0.73 4.45  − 

#S8  4.80E+08 5.24E+08 5.17E+08  0.41 0.77 0.82  0.14 0.22 0.12  0.89 0.69 2.79  5.02 

#S9  4.91E+08 5.33E+08 4.93E+08  0.34 0.67 0.45  0.09 0.19 0.06  0.97 0.74 2.09  3.03 

#S10  4.99E+08 5.28E+08 4.92E+08  0.42 0.77 0.45  0.08 1.14 0.06  2.13 1.23 3.15  2.07 

Average  4.88E+08 5.24E+08 5.09E+08  0.36 0.72 0.64  0.09 0.27 0.09  1.09 0.81 3.25  4.30 

 

Table 6: The computational results of algorithms for medium instances 

Instance  Average  

total cost 

  Average RDI   Average RPD   Average 

 CPU time 

 

 GA DE PSO  GA DE PSO  GA DE PSO  GA DE PSO 

#M1  9.10E+09 9.34E+09 9.28E+09  0.40 0.76 0.58  0.03 0.05 0.05  2.69 2.06 6.74 

#M2  9.11E+09 9.35E+09 9.25E+09  0.37 0.77 0.74  0.02 0.04 0.04  2.91 2.08 7.11 

#M3  9.02E+09 9.27E+09 9.31E+09  0.31 0.70 0.79  0.03 0.06 0.05  2.93 2.15 5.32 

#M4  8.99E+09 9.34E+09 9.27E+09  0.33 0.90 0.58  0.02 0.06 0.04  3.77 2.67 5.63 

#M5  9.05E+09 9.21E+09 9.32E+09  0.30 0.45 0.54  0.03 0.05 0.05  4.93 3.15 9.14 

#M6  9.12E+09 9.31E+09 9.19E+09  0.40 0.79 0.48  0.02 0.04 0.03  4.26 3.25 5.89 

#M7  9.22E+09 9.31E+09 9.26E+09  0.34 0.57 0.80  0.02 0.04 0.04  3.57 2.70 4.05 
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#M8  9.10E+09 9.20E+09 9.36E+09  0.48 0.60 0.77  0.04 0.06 0.05  3.80 2.69 5.42 

#M9  9.19E+09 9.23E+09 9.31E+09  0.51 0.68 0.73  0.06 0.07 0.05  4.06 2.73 7.32 

#M10  9.15E+09 9.18E+09 9.22E+09  0.47 0.48 0.58  1.03 1.04 1.04  3.49 2.85 5.26 

Average  9.11E+09 9.27E+09 9.28E+09  0.39 0.67 0.66  0.13 0.15 0.14  3.64 2.63 6.19 

 

 

Table 7: The computational results of algorithms for large instances 

Instance  Average 

 total cost 

  Average RDI    Average RPD   Average 

 CPU time 

 

 GA DE PSO  GA DE PSO   GA DE PSO  GA DE PSO 

#L1  3.89E+10 3.97E+10 3.95E+10  0.32 0.76 0.65   0.02 0.04 0.03  11.53 7.08 16.77 

#L2  3.90E+10 3.98E+10 3.93E+10  0.25 0.72 0.54   0.01 0.03 0.03  13.93 13.34 13.86 

#L3  3.90E+10 3.94E+10 3.90E+10  0.50 0.73 0.40   0.02 0.03 0.02  10.78 7.07 14.58 

#L4  3.91E+10 3.97E+10 3.97E+10  0.24 0.62 0.74   0.01 0.02 0.04  12.37 10.05 15.79 

#L5  3.90E+10 3.96E+10 3.95E+10  0.39 0.74 0.62   0.02 0.03 0.03  10.00 7.75 15.46 

#L6  3.89E+10 3.96E+10 3.92E+10  0.37 0.76 0.50   0.02 0.04 0.03  10.02 6.29 15.14 

#L7  3.93E+10 3.92E+10 3.95E+10  0.39 0.36 0.65   0.02 0.02 0.03  8.17 5.80 15.73 

#L8  3.89E+10 3.90E+10 3.94E+10  0.24 0.31 0.62   0.02 0.01 0.03  7.63 5.36 15.17 

#L9  3.92E+10 3.94E+10 3.97E+10  0.21 0.35 0.76   0.00 0.01 0.04  7.62 5.36 18.96 

#L10  3.90E+10 3.96E+10 3.97E+10  0.10 0.70 0.74   1.00 1.02 1.04  7.69 5.33 17.10 

Average  3.90E+10 3.95E+10 3.95E+10  0.30 0.61 0.62   0.11 0.13 0.13  9.97 7.34 15.86 
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