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Abstract— Plant diseases are a significant concern in agriculture, contributing to as much as 16% of global agricultural 

losses. This poses serious threats to food security, especially for crops like bananas, which are highly vulnerable to diseases 

such as Xanthomonas Wilt and Sigatoka leaf spot. These diseases have the potential to cause complete yield losses, 

reaching up to 100%. Addressing these challenges is crucial, and this study aims to do so by developing a robust disease 

detection model. Leveraging Convolutional Neural Network (CNN) algorithms, we have created a sophisticated system 

capable of accurately identifying and categorizing diseases in banana plants. To train our model effectively, we have 

gathered a meticulously curated dataset of banana plant leaf images from regions heavily affected by these diseases. This 

dataset has been carefully categorized into three groups: Healthy, Xanthomonas Wilt infected, and Sigatoka leaf spot 

infected. Employing advanced techniques such as data augmentation and transfer learning, we have fine-tuned our model 

using various architectures including MobileNet, EfficientNet, VGG16, VGG19, and InceptionV3. Our research findings 

highlight the exceptional performance of the VGG16 model, achieving an impressive classification accuracy of 81.53% 

during rigorous testing with independent datasets. Looking to the future, we recognize the need for further improvements in 

model performance. This includes acquiring a more diverse and expansive dataset and implementing automatic 

hyperparameter selection methods.  

Keywords: Convolutional Neural Network, Deep learning, Plant disease detection, Xanthomonas Wilt, Sigatoka Leaf Spot, 

SDG 

I. INTRODUCTION 

Dessert bananas, cherished and extensively cultivated in Ethiopia, thrive across diverse regions under optimal growth 

conditions. With their rich cultural significance and versatile uses, bananas are not only a staple food but also a symbol of 

community and abundance. Their cultivation has deep-rooted socioeconomic importance, particularly in the southern and 

southwestern regions of Ethiopia. In these areas, bananas play pivotal roles in bolstering rural livelihoods by providing a 

reliable source of food security, generating income for local farmers, and creating employment opportunities along the 

entire agricultural value chain. Given that bananas cover a substantial 56.79% of Ethiopia’s total fruit acreage and boast an 

annual production exceeding 500,000 tons, their cultivation serves as a cornerstone of agricultural sustainability and 

economic resilience in the country. 
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However, despite their economic significance, banana production faces formidable challenges, primarily from diseases such 

as Xanthomonas Wilt and Sigatoka leaf spot infections. These diseases not only threaten crop yields but also jeopardize 

food security, impacting the livelihoods of smallholder farmers and the broader ecosystem. Timely detection and effective 

management of plant diseases are essential to mitigate these risks and ensure the long-term sustainability of banana 

cultivation. 

The manual detection of plant diseases presents numerous challenges due to the complexity of symptoms, variations in 

disease etiology, and the dynamic progression of infection. This renders naked eye detection unreliable and less efficient 

compared to automated systems. Automated detection methods, powered by advanced technologies such as computer vision 

and machine learning, offer a promising solution. These technologies provide greater precision and scalability, enabling 

plant pathologists, farmers, and agricultural experts to overcome obstacles in disease identification and control with 

enhanced efficiency and accuracy. 

To address these challenges, researchers have increasingly turned to advanced technological solutions. Deep learning, a 

subset of machine learning, has emerged as a state-of-the-art technology with promising applications in plant disease 

diagnosis. By analyzing various plant parts, including leaves, stems, and fruits, deep learning algorithms can effectively 

detect and classify diseases with unprecedented accuracy, providing invaluable support to farmers and agricultural 

practitioners. 

Moreover, agriculture serves as the backbone of the economy in many developing nations, including Ethiopia. A significant 

portion of the population relies on farming for their livelihoods, underscoring the importance of innovative solutions to 

enhance agricultural productivity and sustainability. In this context, the demand for technical solutions to support farmers 

and address agricultural challenges is particularly high. 

This study contributes to addressing these challenges by leveraging cutting-edge technologies such as CNN transfer 

learning and data augmentation techniques. By tackling the overfitting problem associated with small datasets, these 

advanced methodologies enhance the accuracy and robustness of disease detection models, paving the way for future 

advancements in agricultural technology. The contributions of this work extend beyond academia, with practical 

implications for improving agricultural practices and enhancing food security in Ethiopia and beyond. 

This study employed CNN transfer learning and data augmentation techniques to address the overfitting issue stemming 

from small datasets. The contributions of this research are outlined as follows: 

● A total of 1982 banana leaf images were collected from Arbaminch Zuria Woreda Lante and Chano kebele, as well as 

the Gamugofa zone Mierab Abaya Woreda Omolante kebele. These images were meticulously categorized and cross-

checked by two plant pathologists to ensure accuracy. 

● Eight data augmentation parameters were utilized to artificially expand the dataset. This augmentation process resulted 

in a notable increase in the model's detection accuracy. 
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● Comparative analysis revealed that employing data augmentation with CNN pretrained models (VGG16, VGG19, 

MobileNet, EfficientNet, and InceptionV3) for banana disease classification significantly enhanced performance when 

compared to developing a model from scratch. 

● Experimental findings demonstrate that leveraging data augmentation via pretrained models substantially improves the 

performance of the proposed model. The remarkable outcomes of the experiments underscore the efficacy of transfer 

learning and data augmentation in enhancing the proposed model's performance. 

The rest of the paper is compiled as follows. Section II explains the similar works of the other scholars. Section III explains 

the system architecture of the proposed model, Section IV describes the algorithm used to build the disease detection model, 

and Section V explains the (Source of the Dataset, Experimental Scenario, Hyperparameter selection methods, Result, and 

Discussion). In the end, the article concludes the summary in Section VI. 

II. RELATED WORKS 

Research in banana disease detection has witnessed significant advancements in recent years, driven by the urgent need to 

address threats posed by diseases such as Xanthomonas Wilt and Sigatoka leaf spot. Various studies have explored 

innovative approaches, including neural network-based methods and deep learning algorithms, to improve the accuracy and 

efficiency of disease detection in banana leaves and fruits. This section highlights several noteworthy contributions in this 

domain, ranging from traditional image processing techniques to the integration of Convolutional Neural Networks (CNNs) 

and transfer learning for enhanced disease diagnosis. Additionally, advancements such as transfer learning and the 

exploration of machine learning for crop prediction have furthered our understanding of banana disease detection. By 

combining cutting-edge technologies with comprehensive reviews of the field, researchers are making significant strides 

toward safeguarding banana crops and ensuring global food security. This section encompasses a review of related works by 

various authors focusing on plant disease detection employing diverse techniques. 

Saranya et al. [1] introduced a neural network-based approach for detecting diseases in banana leaves and fruits. The 

experimentation utilized a dataset consisting of 60 images, including 25 leaf disease images, 25 fruit disease images, 5 

healthy leaf images, and 5 healthy fruit images. The researchers employed traditional image processing techniques, 

encompassing image acquisition, preprocessing, segmentation, feature extraction, and classification using an Artificial 

Neural Network (ANN). Image preprocessing involved tasks such as conversion to JPG format, resizing, and color 

conversion. Fuzzy C-means and histogram-based equalization were utilized for image segmentation, followed by pattern 

recognition for feature extraction. Classification was performed using a feed-forward backpropagation neural network. 

Jihen Amara et al. applied a deep learning-based approach to classify banana diseases [2]. The process involved image 

acquisition, processing, feature extraction, and classification. The dataset comprised 3700 labeled images categorized into 

three classes: Healthy, Black Sigatoka, and Black Speckle. Preprocessing included conversion to grayscale and resizing to 

60x60 pixels. The LeNet architecture of Convolutional Neural Networks (CNN) facilitated automatic feature extraction and 

classification. The authors conducted experiments under various scenarios, including different image formats and dataset 

partitioning percentages, to optimize model performance, evaluated using classification accuracy metrics. 
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Sinshaw et al. conducted a systematic literature review on computer vision and machine learning in plant disease detection 

[3]. They proposed a CNN-based model for potato light blight detection, employing transfer learning and data augmentation 

techniques [4]. Li et al. conducted an extensive review of plant disease detection using deep learning, highlighting the need 

for improved robustness in models capable of accommodating diverse datasets [5]. 

In another study, the focus was on enhancing the efficiency of plant disease identification using CNN-based pre-trained 

models [6]. The researchers refined hyperparameters of established models such as DenseNet-121, ResNet-50, VGG-16, 

and InceptionV4, using the PlantVillage dataset. DenseNet-121 achieved superior classification accuracy, surpassing state-

of-the-art models. Liu et al. proposed YOLOX-ASSANano, an improved lightweight real-time model for apple leaf disease 

detection based on YOLOX-Nano [7]. 

De Silva et al. combine Convolutional Neural Networks (CNNs) and Vision Transformers (ViTs) for plant disease detection 

[8]. The highest accuracy achieved by their proposed model is 90.1%. Menakshi et al. developed a model for rice leaf 

disease detection [9, 10]. They used federated transfer learning and got 99% accuracy for rice leaf. The researcher used 

machine learning for crop prediction [11] with an accuracy of  99.59%. A comprehensive review is done by Teago et al. on 

the use of machine learning for plant disease detection. The authors suggested combining computer vision and machine 

learning for the detection and classification of plant diseases [12]. The summary of the literature review is presented in 

Table I. 

III. SYSTEM ARCHITECTURE 

Because it performed incredibly well in numerous challenges and research articles, the deep CNN technique was selected to 

build the model. In the paper [13], the author has proven the algorithm’s superior performance for image identification and 

classification problems. Furthermore, the technique has several advantages over other traditional machine learning 

techniques, one of which is automatic feature selection for categorizing or identifying images, which makes the neural 

network robust. 

The system architecture begins with the preparation of training and validation set with the support of a banana plant 

pathologist. Following that, data preparation was done to make the data usable. Several tasks were employed in this step, as 

shown in the diagram. Having followed that, the prepared data was input into the CNN algorithm, and the model built was 

tested using evaluation metrics. Finally, after the validation of the model, the trained model was tested with unseen data to 

check its performance. The proposed system architecture is depicted in Figure 1 and the proposed model is presented in 

Figure 2. 

During training, the CNN algorithm was used to extract the leaf’s features. This is referred to as training the model. The 

model’s performance is evaluated using validation data while it is training. In short, the validation set is used to assess the 

model’s performance during the training phase. Then, the pre-trained models (VGG16, VGG19, MobileNet, EfficientNet, 

and InceptionV3) were tested to obtain the top-performing model, and the top-performing model was saved based on the 

model evaluation. Finally, the top-performing model was evaluated with unseen and unlabeled data throughout the testing 

phase. 
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IV. ALGORITHM SELECTION 

The major objects involved in training a neural network are layers or the algorithm’s model, input data and corresponding 

targets, loss function which defines the feedback signal used for learning, and optimizer which determines how learning is 

processed. Figure 3 depicts the interaction of the previously mentioned objects [14]. In this paper, the deep CNN algorithm 

and several CNN pretrained models were experimented to build a robust banana disease classification via transfer learning. 

Deep CNN is one of the most famous deep learning algorithms because it is a multilayered, feedforward artificial neural 

network. This type of neural network has been widely used in developing applications for computer vision, natural language 

processing, and other fields. The algorithm is a ”biologically-inspired variant of the multilayered perception neural network 

(MLP) that has been designed to emulate the multilayered visual cortex of the human visual system” [15]. The four major 

components of the algorithm are explained in the next subsection.  

A. Conv Layer 

The Conv(•) is a dot product of the input image I, and the convolution kernel, K. The output is a convolved feature map,fc. 

Mathematically, the fc operation is defined as 

                                                                 (1) 

Where: ⊗ represents a 2D discrete Conv operator 

B. Pooling Layer 

 The pooling layer is the second layer after the convolutional layer operation. This layer provides a typical down-

sampling operation which reduces the in-plane dimensionality of feature maps to introduce translation invariance to a small 

shift and distortion and decreases the number of subsequent learnable parameters. After an operation is performed in the 

convolution layer, a feature map is generated as an output. The output of the Convolutional layer feature map will be 

reduced in the pooling layer. Different filter sizes are used in the pooling layer. Usually, a 2x2 size filter is used, and several 

functions like max pooling, average pooling, and sum pooling are used [16]. 

C. AF 

One of the hyperparameters in the deep CNN algorithm is an activation function. It is used as a decision function and helps 

to learn different complex patterns from given data [17]. In a neural network, the activation function handles a distinct and 

complex task, such as image detection and classification. The activation function for a convolved feature map is 

mathematically defined as follows. 

                                                                       (2) 

The equation is described 𝐹𝑙
𝑘

 as the output of a Conv operation, which is assigned to AF ga(.) that adds non-linearity and 

returns a transformed output 𝑇𝑙
𝑘

 for lth layer [12]. 
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ReLU (Rectified Linear Unit) AF: The ReLU activation function is one of the most commonly used activation functions. 

Mathematically defined as 

                                              (3) 

Where x is the input to a neuron. 

D. Logistic Function 

Also known as a Sigmoid AF. It is traditionally a very popular activation function. The function takes an input and 

transforms between 0 and 1. Similarly, the input value of more than 1 transformed to 1, and a value smaller than 0 snapped 

to 0. 

                                                                                 (4)                                                                          

Where G(z) = Sigmoid function, and e = Euler’s number 

FC Layer The FC layer is a simple feed-forward neural network. Its input is the output of the final pooling or Conv layer, 

which is flattened and becomes an input to the FC layer. The term ’flattening’ is used to describe the process of converting 

the three-dimensional matrix output of a pooling or Conv layer into a one-dimensional array. Figure 4 demonstrates the 

process of converting a 3D matrix to a 1D array. 

IV. EXPERIMENTATION AND RESULTS 

The authors implemented the proposed model All the algorithms are implemented in Python, which uses a local workstation 

and cloud-based Google Colab platform with GPU. Visual Code editor is used on the local platform, and Jupiter Notebook 

is only supported in Colab. All the implemented models are compiled and run with Python 3 compilers. The models are 

built with the support of Pandas, Keras, Sci-kit Learn, TensorFlow, and the mathplotlib library of Python. The local 

workstation contains an 11th Gen Intel(R) Core(TM) i7-1165G7 @ 2.80GHz  processor and  RAM of size 16.0 GB (15.8 

GB usable). Cloud-based Google Colab consists of a System RAM of 0.9 / 12.7 GB, a disk of 26.2 / 107.7 GB, and a T4 

GPU. The implementation of the dataset is available publicly in Banana Leaf Disease Images - Mendeley Data. A sample of 

the dataset is presented in Figure 5. 

A. Dataset Source 

To develop the CNN detection model, a banana image dataset was prepared, with images collected from the SNNPR 

Arbaminch Zuria Woreda Lante Kebele and Chano Kebele and Gamugofa Zone Mierab Abaya Woreda Omolante Kebele, 

each banana leaf image acquired by a smartphone. A total of 1982 photos were prepared from the local farm dataset. The 

collected images were categorized under three categories ‘Healthy’, ‘Xanthomonas Wilt’, and ’Sigatoka’ infected leaf. The 

local dataset prepared was available for other researchers. 
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DatasetLink.: *hailu, yordanos (2021), “Banana Leaf Disease Images”, Mendeley Data, V1, doi: 10.17632/rjykr62kdh.1 

B. Experimental Scenarios 

VGG16, VGG19, MobileNet, EfficientNet, and InceptionV3 were utilized in experiments to train pretrained models. During 

the training of the neural network, the activation function of the model, learning rate, optimization algorithm, loss function, 

and batch size were all examined. The model was also tested using model evaluation metrics. Finally, the performance of 

the model was assessed using previously unseen data.  

i.Hyperparameters Settings 

Hyperparameters are machine learning parameters that govern the learning process of the model. Due to that, the 

performance of the machine learning algorithm highly depends on an optimal configuration of hyperparameters. Recent 

neural networks highly depend on different types of optimal hyperparameter value selection. Some of the hyperparameters 

of a neural network are the network’s architecture, regularization, learning rate, number of layers, and optimization 

algorithm [18] [19]. 

Different hyperparameters have different domains, for instance, a learning rate has a real value, the number of layers has an 

integer value, whether to use an early stopping or not has a binary value, and the choice of optimizer has a categorical value. 

For integer and real-valued hyperparameters, the domains are mostly bounded for practical reasons, with only a few 

exceptions [20] [21] [22]. 

The hyperparameters parameter optimization (HPO) problems are defined as follows. Let A represent a machine learning 

algorithm with hyperparameters, and the domain of the n-th hyperparameter is represented by Λn. The overall 

hyperparameter configuration space as Λ = Λ1×Λ2×...ΛN. A vector of hyperparameters is denoted by λ ∈ Λ, and with its 

hyperparameters instantiated to λ is denoted by Aλ [18]. 

In some previous work, the Keras Tuner framework was used in order to select the optimal hyperparameter. The framework 

helps to automate the manual-based hyperparameter searching process, which saves time and resources consumed in the 

process. The framework has three built-in hyperparameter optimization algorithms (Bayesian Optimization, Hyperband, and 

Random Search) [23]. However, in this work due to a lack of computational resources, a manual-based hyperparameter 

search process was used. 

Table II presents the hyperparameters and values used in the experiment. Each hyperparameter value was tested with 

random values, and the best performance value was used.  

ii. Model Evaluation 

Model evaluation is a significant process that determines how effectively a model performs. The assessment metrics 

accuracy, precision, recall, and F1-score are used in computational problems like classification and detection to forecast 

which class instance belongs to which class. 

https://data.mendeley.com/datasets/rjykr62kdh/1
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Table III presents the evaluation metrics used to compare the models, and mathematically defined as 

       (5) 

        (6) 

        (7) 

       (8)  

Where: TP= True Positive, FP= False Positive, FP= False Positive, and FN= False Negative 

C. Proposed Model 

As depicted in, the proposed model is developed for the classification task by freezing the layers(Table IV) of all VGG16 

pretrained models and adjusting the activation function, dropout, and other hyperparameters using the model from the 

flattening layer. 

D. Results and Discussions 

The best hyperparameter configurations for the pretrained models include a learning rate of 0.001, a batch size of 64, a 

categorical CE loss function, an optimization approach of RMSprop, and a Softmax last layer activation function, as 

determined by the values of the hyperparameters. The analysis of various classes is given in Table V. 

Figure 6 Training accuracy of the VGG16 model presents the VGG16 pretrained model’s performance, and it has roughly 

similar values for training and validation accuracy, indicating that the pretrained model has no overfitting or underfitting 

concerns. Additionally, Figure 7 illustrates the comparison of the pre-trained model experimented, and according to the bar 

chart, the VGG16 scored a promising result. 

VI. CONCLUSION 

Farmers face formidable challenges stemming from diseases such as banana Xanthomonas Wilt and Sigatoka leaf spot, 

which pose imminent threats to agricultural productivity by swiftly decimating entire fields if left unchecked. Recognizing 

the urgent need to combat these threats, we embarked on a mission to develop a cutting-edge deep-learning algorithm 

specifically tailored to detect and classify these debilitating illnesses in banana plants. Our research journey involved 

rigorous experimentation with a diverse array of pretrained models, including VGG16, VGG19, MobileNet, EfficientNet, 

and InceptionV3. Among these models, the VGG16 pretrained model emerged as a standout performer, showcasing 

remarkable accuracy of 81.53% in effectively distinguishing healthy banana leaves from those afflicted with Xanthomonas 

Wilt or Sigatoka leaf spot. These promising results signify a significant step forward in our quest to revolutionize plant 
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disease detection methodologies, offering newfound hope for enhancing agricultural resilience and sustainability on a global 

scale. Moving forward, our future work will focus on refining our deep-learning algorithm by incorporating additional 

datasets, including ones from different geographic locations and environmental conditions. Additionally, we plan to explore 

methods for optimizing the deep learning model to make it lightweight, ensuring efficient deployment in resource-

constrained environments while maintaining high performance and accuracy. This holistic approach aims to address the 

pressing challenges of plant disease detection in banana cultivation, ultimately contributing to the long-term stability of 

global food production. 
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Figures:  
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Figure 6: Training accuracy of VGG16 model 

 

Figure 7: Comparing the model’s performance 
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Tables: 

Table I:  Summary of Related Works 

RN 
DS (≥ !K) 

DA RD TL 

CN

N ACC 

1[7] � � �   � 97.8 

2[8]  � �  � 86 

3[9] � �  � � 90 

4[10

]    � � 
98.2 

5[11

] �  � � � 
99 

6[12

]  � �   
96 

7[16

]             
Where: RN=Reference number, 1K=1000, DA=Data augmentation, RD=Real dataset, TL=Transfer learning, Acc=Accuracy 

 

Table II:  Hyperparameters of the experimentation 

Hyperparameters Value 
Activation Function(Last 

Layer) 
Softma

x 
Learning Rate 0.0001 

Epoch 30 
Dropout 0.5 

Optimization Algorithm RMSpr

op 

 

Table III : Evaluation Metrics and Interpretation  

Metrics Meaning 
Accuracy How often the model predicts 

the classes correctly 
Precision How often positive value 

predicted correctly 
Recall How sensitive is the classifier 

while detecting positive 

instances 
F1-score Is a harmonic mean of precision 

and recall 

 

Table IV: Layer details of the model 

Layer (type) Output Shape Param # 
flatten 1 (Flatten) (None, 8192) 0 
dense 3 (Dense) (None, 100) 819300 
dropout 2 (Dropout) (None, 100) 0 
dense 4 (Dense) (None, 50) 5050 
dropout 3 (Dropout) (None, 50) 0 
dense 5 (Dense) (None, 3) 153 
Total params: 824,503   

 

Table V: Assessment analysis of various classes 
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 precision recall f1-

score 
support 

Healthy 0.90 0.60 0.72 43 
Sigatoka 0.83 0.78 0.81 51 
Xanthomonas 0.81 0.90 0.85 103 
Samples Avg 0.81 0.81 0.81 197 
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