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Abstract. In this paper, we aim to identify the stance of the Persian language in social
networks. The dataset is used to detect the stance with Farsi content. In a new method,
posts related to one or more target entities are expressed, and a Hybrid LSTM-CNN
architecture is used. Unlike previous research, a rotational learning rate is employed,
and a new method for processing data before entering the network is presented to improve
results, which can stance Persian in the network. With social recognition, in addition
to addressing problems related to lack of data, the Bidirectional Encoder Representations
from Transformer (BERT) model was investigated to detect Persian stance. As a result, the
tagged data from the Telegram social network in the �eld of business sports was analyzed
for a limited time frame and achieved higher accuracy than competitors. More precisely,
the proposed model improved results by 11.3% in terms of accuracy at the end of the
training course. As a result, the proposed model has been able to generalize the learned
pattern from the training data to the validation data in terms of quality and time by 12%
compared to existing models.

© 2024 Sharif University of Technology. All rights reserved.

1. Introduction

With the increasing demand for the expansion of social
networks worldwide, there is a wide presence of social
network users with diverse beliefs, views, and opinions,
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leading to the publication of numerous news and mes-
sages. Identifying the stance of text re
ects the degree
of acceptance, approval, and acceptability among users
in the social network. The news referred to by writers
on social networks is very important. For example,
in sports, it helps detect the popularity or fans of a
particular team or discipline. Hence, this research was
conducted considering the need to identify the stance of
the nation in the Persian language regarding posts and
comments published in virtual space across di�erent
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social networks. This research speci�cally focuses on
the Persian language due to a lack of research in this
�eld, which is the common language of the country.
In this regard, the primary obstacle was the lack of
necessary research in the Persian language. After nu-
merous follow-ups and referring to various collections,
as well as various companies who had done work in this
�eld, we managed to obtain 1000 labeled data points
from users of the Telegram social network in the
�eld of sports for a limited timeframe, re
ecting
diverse stances on di�erent topics.

The presented model is implemented in the Py-
Torch framework, leveraging the tools of neural net-
works, machine learning, deep learning, and arti�cial
intelligence to obtain promising results in this �eld.
Stance detection in posts presents a unique challenge
for the research community because posts are short,
informal, user-generated texts that typically do not
follow grammatical rules. In this paper, we propose
an attention-based neural ensemble model for detecting
stances in target-speci�c posts and comments. Our
integrated model e�ciently learns contextual infor-
mation, thereby improving stance detection perfor-
mance and outperforming advanced deep learning-
based methods on benchmark datasets for single and
multi-target stance detection. Although this research
has been conducted in the Persian language, compre-
hensive expansion has not been done. We can consider
it a subset of sentiment analysis. However, sentiment
analysis aims to classify the sentiment polarity of a
post based on its content, while stance identi�cation
depends on a speci�c goal. In this paper, we propose
a neural ensemble method that combines attention-
based, densely connected Bi-LSTM and nested LSTM
models with multi-core convolution in a uni�ed ar-
chitecture. For this purpose, a hybrid LSTM-CNN
architecture was used, and unlike previous research, a
rotational learning rate was utilized, and a new method
for processing data before entering the social network
is presented to improve the results, which can stance
Persian in the social network. In addition to addressing
the problems related to the lack of data, the Bidi-
rectional Encoder Representations from Transformer
(BERT) model was investigated for detecting Persian
stances. Posts often contain a large number of special
abbreviations, as well as other post-speci�c syntaxes
such as #hashtags and emoticons. To address the
challenges of stance detection in posts, Mohammad et
al. [1] presented a post-stance detection task focused
on a single target in SemEval-2016. Superior systems
in this work proposed several approaches based on
deep learning, using CNN [2], RNN [3], etc. Long
Short-Term Memory (LSTM) networks are a type of
Recurrent Neural Network (RNN) that can learn and
remember long-term memories. LSTMs retain data
over time; they are useful for forecasting time series

because they remember previous inputs. LSTMs have a
chain-like structure where four layers interact uniquely.
In addition to long-term data memorization, LSTMs
are used for speech identi�cation, music composition,
and drug development. Later, Du et al. [4] used tar-
geted embedding in an attention-based neural network,
while Zhou et al. [5] proposed another approach.

A semantic-level attention mechanism in a bidi-
rectional GRU-CNN structure is utilized for target-
speci�c stance detection in tweets. More recently, Dey
et al. [6] proposed a biphasic LSTM-based model with
attention, and Wei et al. [7] presented a neural mem-
ory model focusing on target and post interactions.
However, most works related to post-stance detection
have explored traditional deep learning models in their
methods. Experimental results from studies conducted
on single and multi-objective benchmark stance de-
tection datasets demonstrate the e�ectiveness of the
new method compared to the advanced deep learning-
based approaches discussed above. Additionally, this
research is of interest and importance to several private
companies. The objective of post-detection research
is to automatically determine the stance of a post
regarding a speci�c target, classifying it as in favor of,
against, or neutral. On a di�erent note, transformers
have created a revolution in the arti�cial intelligence in-
dustry in recent years. Converter is a new architecture
that aims to solve sequence-to-sequence tasks while
handling long-term dependencies better than recurrent
networks, based on the mechanism of self-attention [8].

Over contribution
In this article, a new architecture in the security
network is presented, which is compatible with previous
data. We have developed an end-to-end architecture
prepared with a data set on Persian stance. This repre-
sents a very important achievement in the �eld, making
sports-related data available to others or researchers for
free. With a small volume of sports data and a large
amount of other data, we were able to easily �x our
model with the available data and get good results.
The rest of this paper is divided into four sections:
Section 2 reviews related work, Section 3 describes the
data set used, we create a uni�ed word vector matrix by
concatenating target and post vector (representations).
For this purpose, we use a pre-trained BERT model
to generate these representations, and Section 4 �rst
presents a system compared to the base model and
then describes its con�guration. Section 5 presents the
conclusion.

2. Related work background

It should be noted that research exactly like the one
in question has not been conducted in the Persian lan-
guage. However, similar research has been done on the
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Persian language in social networks, especially about
the identi�cation of rumors. Nevertheless, extensive
research has been conducted on the English language
in worldwide and in Iran. Below are examples of such
studies:

In a paper from 2017, Aker et al. applied simple
classi�cation methods along with several features on
the PHEME dataset, and decision tree and random
forest classi�cations were used to classify stances. The
features in this article included text, user, and publish-
ing network [9]. In a paper from 2019, Pamungkas et
al. presented an article in which textual user and pub-
lication features were extracted from the SemEval2017
dataset, and an accuracy of 79% was achieved using
support vector machine classi�cation with a linear
kernel [10]. In another paper from 2019, Ganem et
al. presented an approach for detecting stances in fake
news by combining textual features and word vectors.
The proposed method, using neural networks of short-
term memory, achieved a rate of 59.7% [11].

In a paper in 2018, Hanselowski et al. reached
a 59% accuracy on the FNC dataset using textual
features with a three-layer neural network model con-
sisting of 600 neurons [12].

Chen et al. suggested examining a claim from
diverse and comprehensive perspectives. They believed
that di�erent views may have varying intensities of
approval or rejection. For each claim, they �rst
obtained all relevant texts. Subsequently, each text was
classi�ed into its important parts that were e�ective
in prediction, while the texts were graded in terms of
con�rming or rejecting the claim [13].

Sediq et al. stated in their paper that there are
hidden meanings in humans natural language. They
presented a method that can be used to analyze com-
plex news texts, such as humor, sarcasm, or misleading
content [14]. In 2019, Pouran et al. presented a
paper where they considered the sequence of posts
and their responses as a sequence of words input to a
neural network, incorporating an attention mechanism
approach. They used datasets from PHEME and Twit-
ter15, reaching 77% accuracy with their method [15].
Baly et al. in a paper from 2018, collected Arabic news
and created a dataset similar to FNC for identifying
stance and rumors. They classi�ed the stances into four
classes: agreeing, opposing, discussed, and irrelevant.
Using slope reinforcement with a series of textual fea-
tures, they reached an accuracy of 56% [16]. Bourgonje
et al. applied logical regression classi�cation to the
FNC dataset. First, related and unrelated classes are
separated, and then within the related class, favorable
and unfavorable stances are obtained using textual
features. By combining these two stages of classi�ca-
tion, the article reached an accuracy of 59.89% [17].
Kochkina et al., in a paper from 2018, proposed a
sequence-based short-term memory neural network of

60 Kochkina. By modeling the conversational structure
of tweets, they reached an accuracy of about 78%. Text
features have also been used to improve the results of
this article [18]. In 2019, Canforti et al. presented
an article focusing on diagnosing stance and rumors.
They removed all irrelevant samples from the data
and classi�ed the remaining data into three classes:
agreeing, opposing, and discussing, using a bilateral
short-term memory neural network. They obtained
the stance of the headlines about the body of the
newspaper and then used them to identify and con�rm
the authenticity of rumors [19]. Gorrell et al., in a
paper from 2019, utilized a short-term memory neural
network approach for stance detection that divided
tweets into four classes: support, denial, inquiry, and
opinion. In the con�rmation section, they classi�ed
rumors into three classes: true, false, and con�rmed.
Tweets with a tree structure were given as input to the
neural network, and the accuracy reached 7.57% [20].
In 2019, Islam et al. introduced an article presenting
a multi-mode learning approach to simultaneously
determine the user's stance and determine the truth
of rumors.

They utilized textual information and user and
distribution networks to aid their model. The user
features used in this paper yielded better results than
other papers in this �eld, achieving f1-66% on the
data of 16 Twitter15 datasets [21]. Regarding the
determination of the truth of rumors, they utilized
features extracted from the components of the rumors
and time-based features, using a recurrent neural net-
work. The datasets used in this article were PHEME
and SemEval2017. This article reached f1-59% [22].
In 2019, Wei et al. presented an article in which a
multi-state hierarchical learning framework was used
to predict the status and validity of rumors. The
�rst component in this article is the detection of the
user's stance. In 2019, Zhang et al. presented an
article with a hierarchical approach to reduce error
due to the imbalance of the four classes of stance
detection through a ring graph network with textual
features. Using a hierarchical method, they classi�ed
these classes, which are a combination of agreement,
disagreement, and discussion, into related classes. By
presenting a two-layer neural network, they tried to
reduce the error in the FNC dataset and a general
dataset similar to FNC, reaching an accuracy of about
89% [23]. In 2019, Svanera et al. proposed a method
in which the fc7 features could be extracted from
imaging data. They used an automatic procedure to
extract stimulus representations and embedded high-
dimensional neuroimaging data onto a space designed
for visual object discrimination, resulting in a more
manageable space from the dimensionality of atti-
tude [24].

According to the paper by Zhang et al., a text's
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stance on a claim may not fall into exactly one of the
four classes of agree, disagree, debate, and unrelated.
They considered the probability of stances for each
text and claim and ranked the stance based on this
probability [25]. Mohtarami et al. presented a model
that extracts the part of the text that determines the
result of the prediction to predict the stance of the news
about the claim. Their model works at the paragraph
level and examines each one separately [26]. Ma et
al. considered the diagnosis of rumor and stance as a
useful task. They proved a strong connection between
the truth of the claim and the stated stance. In the
deep network, they considered the common features of
two tasks as common weights, while each job can have
its characteristics [27]. In this paper, we survey the
work on stance detection across these communities and
present an exhaustive review of stance detection tech-
niques on social media, including the task de�nition,
di�erent types of targets in stance detection, feature
sets used, and various machine learning approaches
applied. Our survey reports state-of-the-art results on
the existing benchmark datasets on stance detection
and discusses the most e�ective approaches [28].

In this paper, two solutions are used to address
this issue: 1) the use of data augmentation and 2) the
application of di�erent learning approaches (machine
learning, deep learning, and transfer learning) and a
meaningful combination of their outcomes [29]. In this
paper, new baseline models were studied for fake news
classi�cation using CNN [30]. This paper proposes a
novel adaptive cost-sensitive loss function for learning
imbalanced stance data using deep neural networks,
which improves the performance of stance classi�ers
in rare classes [31]. In 2021, Schiller et al. analysis
emphasizes the need of focus to robustness and de-
biasing strategies in multi-task learning approaches
[32]. In this paper, to address the cross-target stance
detection in social media by leveraging the social nature
of the task, we introduce CT-TN, a novel model that
aggregates multimodal embedding derived from both
textual and network features of the data [33]. This
manuscript proposes a news standpoint discrimination
method based on a social background information
fusion heterogeneous network [34]. This paper sets out
to analyze Data Augmentation (DA) methods in detail
according to the above categories [35]. This review
paper provides an overview of data pre-processing in
machine learning, focusing on all types of problems
while building the machine learning problems [36]. In
this paper, a new deep learning-based method fuses a
back-translation method and a paraphrasing technique
for data augmentation [37].

Figure 1 shows an overview of our proposed
framework: First, we use convolution �lters to extract a
sequence of high-level features from the attached tweets
of interest. These feature sequences are then fed into

nested LSTMs based on the attention mechanism to
learn long-term dependencies. The �nal representa-
tions of these modules are concatenated and passed to
the state prediction module to determine the stance
label.

Proposed stance identifying framework: We de-
scribe the details of our Proposed Neural Ensemble
Model (PNEM) for Twitter stance detection. First, we
use multi-kernel �lters to extract a sequence of higher-
level features from the attached posts of the target.

These sequences of features are then fed into
attention-based densely connected bi-LSTMs and
nested LSTMs to learn long-term dependencies. The
�nal representations of these modules' units-instances
are connected and transferred to the state prediction
module to determine the stance label.

3. Method

Previous works have investigated the importance of
target information for stance detection. To integrate
target information, we create a uni�ed word vector
matrix by concatenating target and post vectors (rep-
resentations). For this purpose, we use a pre-trained
BERT model to generate these representations. In
cases where Farsi is used, we substitute BERT
with IMBERT.

BERT is a self-supervised transformer model
based on a large set of English data. It is only pre-
trained on raw texts and trained with an automated
process to generate inputs and labels from these texts
without human annotation. As a result, it can use a
lot of publicly available data. More precisely, it is pre-
trained with two objectives:

The cross entropy between two di�erent distribu-
tions P and Q with the same support X is de�ned as:

H(P;Q) = �X [P (x) � LOG(Q(x))] :

� Masked Language Modeling (MLM): The model
randomly masks 15% of the input words in a
sentence and then runs the entire masked sentence
through the model to predict the masked words.
Unlike traditional recurrent neural networks that
process words one after the other or autoregressive
models like GPT that hide future tokens internally,
MLM allows the model to learn the two-way repre-
sentation of the sentence.

� Next Sentence Prediction (NSP): Models associate
two masked sentences as input during pre-training.
These sentences may or may not correspond to
sentences that were together in the original text.
The model then predicts whether the experimental
results of the two sentences follow each other or not.

In this way, the model learns an internal repre-
sentation of the English language, which can then be
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Figure 1. Proposed stance detection framework (Post).

used to extract useful features for other tasks. The
dimensions of the matrix will be L � D, where the
length of L is the sum of the length of the target
and the length of the Tweet, and D represents the
dimension of the word representation vector. We use
a pre-trained word embedding model to obtain vector
representations of words. Then, we extract higher-
level features using convolution. The input of this
module is the Tweet matrix to which the targets are
attached. We apply several convolutions based on four
di�erent kernel sizes (�lters of size 2, 3, 4, and 5). After
convolution, each �lter produces corresponding feature
maps, and then a max pool function is applied to
them. Finally, the feature vectors generated from each
kernel are concatenated to form a high-level feature
vector.

Next, nested LSTM architectures (NLSTMs) cre-
ate temporal hierarchies of memories, which have
achieved signi�cant improvement over single-layer

LSTM architectures for learning long-term dependen-
cies.

In NLSTMs, LSTM memory cells have access to
their internal memory, where they can selectively read
and write long-term related information. Therefore,
compared to LSTM, NLSTM internal memories oper-
ate on longer time scales and e�ciently capture context
information from input texts.

Recently, an attention mechanism has been intro-
duced in neural network models to e�ectively model
long-term dependencies by enabling the model to learn
what it needs to learn based on the input text. Self-
attention is an attention mechanism that connects
di�erent stances of a sequence. This mechanism is
useful in machine reading, abstract summarization, or
image description generation.

To enhance the contribution of important el-
ements in the �nal representation of the NLSTM
module, we use a self-attention mechanism to collect
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all hidden states according to their relative importance
weights. Finally, we connect the �nal post represen-
tation from the attention-based NLSTM module and
send it to a fully connected softmax layer for stance
detection. We use cross-entropy as the cost function
and stochastic gradient descent based on Adam to
learn the model parameters and train the model for
200 epochs for the base model and 500 epochs for the
transformer model.

4. Experimental study

In this section, we �rst propose a system compared to
the basic model to express the con�guration model.

4.1. Model con�guration
The presented model is implemented in the PyTorch
framework. The dimensions of the BERT model used
are 768 by default, as the BERT model is pre-trained.
For the convolution layers, we utilized 4 kernels with
sizes 2, 3, 4, and 5, and the number of �lters was
set to 8. These hyperparameters are set according
to the original work done in our baseline. Also, in
our model, the NLSTM module includes 1 layer with
internal dimensions of 64, which is the default value
in [20]. The basic model converged after 200 epochs,
while the presented model converged after 500 epochs.
Training was performed with a batch size of 32 and an
initial learning rate of 0.001 using the Adam optimizer.

4.2. Data set
The dataset used to evaluate the presented method is
the SemEval-2016 Task 6-A dataset, which contains
3167 samples of posts related to 5 targets. In this
research, 10% of the data were used as validation data
and the remaining 90% were used for training. Each
post corresponding to the tags \Favor" or \Against"
represents the desired target. The accuracy and loss
diagrams for the basic model are shown in Figures 2{5.

Mohammad, Svetlana Kiritchenko, Parinaz Sob-
hani, Xiaodan Zhu, and Colin Cherry. 2016. SemEval-
2016 task 6: Detecting stance in tweets. In proceeding
of the 10th international workshop on Semantic Eval-
uation (SemEval) [1].

The increase in accuracy on the training and test
data shows that the model has completed the learning
process. However, due to the low generalizability of the
learned patterns, the accuracy on the test data is lower
than that on the training data.

The descending loss function clearly shows that
the model is learning the data, but in the �nal steps,
the amount of training loss is lower than the test loss,
indicating the low generalizability of the base model.
The accuracy and loss diagram for the presented model
is also shown in the �gure below. Notably, the
higher accuracy of the test compared to the training

Figure 2. Basic model accuracy graph.

Figure 3. Basic model loss diagram.

Figure 4. Accuracy graph of the proposed model.

shows that the model has been able to generalize its
learning well. The distance between the training loss
function and the test in the presented model is smaller
than in the basic model, which is due to the high
generalizability of the learning process in the presented
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Figure 5. Loss diagram of the proposed model.

model. As shown in the graphs, the presented model
has obtained competitive performance compared to the
basic model. More precisely, at the end of the training
course, the presented model reached 86.8% accuracy,
whereas the basic model reached 75.5% accuracy. The
smaller distance between the training and validation
loss curves in the presented model suggests that the
learning process has been more e�ective, and the
presented model has been able to generalize the pattern
learned from the training data to the validation data.
Additionally, both models bene�t from the use of the
learning rate scheduler, ensuring a smoother training
process. As the training approaches the optimal point,
the learning rate is gradually reduced, preventing
overshooting and avoiding getting around the optimal
point.

4.3. Evaluation results
The steep initial increase in accuracy is due to the
model learning the most salient and easy-to-learn
patterns in the data. As training progresses, the model
starts to learn more subtle and complex patterns, which
can be harder to capture accurately. This leads to a
slower increase in accuracy and eventually to a plateau
or slight decrease in accuracy. In some cases, the curve
may exhibit a plateau followed by a sudden increase
or decrease. This could indicate that the model has
converted to a suboptimal solution and is unable to
improve further. In such cases, it may be necessary
to adjust the model architecture, hyper parameters, or
data preprocessing to overcome the convergence issue.

The accuracy curve rises slowly at �rst because
the model has to initialize its parameters randomly and
has no prior knowledge about the data it is trained
on. During the early stages of training, the model
is just starting to learn the patterns in the data,
so its predictions may not be very accurate. As a
result, the model may make many errors, and its
accuracy may improve only gradually. Furthermore,

the model's learning rate, which determines how much
the parameters are updated during each training step,
is typically set to a small value at the beginning of
training. This helps prevent the model from making
large updates that could cause it to overshoot the
optimal parameter values. However, this also means
that the model updates its parameters slowly at �rst,
resulting in a slow increase in accuracy. As the model
continues to train and learn more about the data, its
accuracy improves, and it becomes better at making
accurate predictions. The learning rate may also be
increased to allow the model to make larger updates
to its parameters, which can accelerate the rate of
improvement in accuracy.

Overall, the conducted experiments show that
utilizing the general word embedding of the BERT
model enhances the stance classi�cation task, rather
than learning the embedding speci�cally for stance
detection.

This stems from the fact that learning embedding
from too much data is required to reach a well-
generalized embedding, and in cases with limited
data availability, using pre-trained embedding, such as
BERT embedding, can bene�t the classi�cation model.

5. Conclusion

The purpose of stance recognition in posts is to extract
users' stances expressed in a Tweet toward one or
more target entities. To address this challenge, most
previous studies have investigated traditional deep
learning models, such as Long Short Term Memory
networks (LSTM) and GRU. However, recent advance-
ments have introduced densely connected Bi-LSTM
architectures and nested LSTM architectures, which
e�ectively overcome issues like vanishing gradients and
over�tting, and also deal with long-term dependencies
more e�ciently.

For this purpose, a hybrid LSTM-CNN architec-
ture was used, and unlike prior research, a rotational
learning rate was employed. Additionally, a new
method for processing data before entering the network
was presented to improve results, which can stance
Persian in the network. In In addition to addressing
issues related to lack of data, the Bidirectional Encoder
Representations from Transformer (BERT) model was
also investigated for Persian stance detection.

The presented model has achieved higher accu-
racy than the basic model. Speci�cally, at the end of
the training course, the presented model reached 86.8%
accuracy, whereas the basic model reached 75.5%
accuracy. Additionally, the presented model exhibits
a smaller distance between the training and valida-
tion loss curves, indicating a more e�ective learning
process and better generalization of learned patterns
from the training data to the validation data. It is
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worth mentioning that due to the use of the learning
rate scheduler, the training process in both models
is upward, and the learning rate gradually decreases
the closer it gets to the optimal point, preventing
overshooting around the optimal point. More precisely,
at the end of the training course, the proposed model
improved results by 11.3% in terms of accuracy.

As a result, the proposed model has been able to
generalize the pattern learned from the training data
to the validation data with 12% higher quality and in
less time compared to the other models.
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