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Abstract. Clustering is one of the important methods in data analysis. For big data,
clustering is di�cult due to the volume of data and the complexity of clustering algorithms.
Therefore, methods that can handle a large amount of data clustering at the reasonable time
are required. MapReduce is a powerful programming model that allows parallel algorithms
to run in distributed computing environments. In this study, an improved Arti�cial Bee
Colony (ABC) algorithm based on a MapReduce clustering model (MR-CWABC) is
proposed. The weighted average without greedy selection of the results improves the local
and global search of ABC. The improved algorithm is implemented in accordance with the
MapReduce model on the Hadoop framework to allocate optimal samples to the clusters
such that the compression and separation of the clusters are preserved. The proposed
method is compared with some well-known bio-inspired algorithms such as Particle Swarm
Optimization (PSO), Arti�cial Bee Colony (ABC) and Gravitational Search Algorithm
(GSA) implemented based on the MapReduce model on the Hadoop framework. The results
showed that MR-CWABC is well-suited for big data, while maintaining clustering quality.
The MR-CWABC demonstrates an improvement of 7.13%, 7.71%, and 6.77% based on the
average F-measure compared to MR-CABC, MR-CPSO, and MR-CGSA, respectively.

© 2024 Sharif University of Technology. All rights reserved.

1. Introduction

Nowadays, a lot of data is generated by the advance-
ment of technology and widespread application of the
Internet, social networks, mobile phones, sensors, and
so on. It can be said that the speed of data generation
has surpassed our ability to process and extract useful
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information from it. This massive amount of data is
called big data [1], and we are faced, apart from vol-
ume, with high production velocity and heterogeneity.
Thus, the volume, velocity, and variety comprise three
fundamental big data characteristics that should be
considered in designing algorithms for analysis [1{3].

Data mining is one of the methods to discover
knowledge from a database [4]. Supervised and unsu-
pervised techniques are among data mining methods.
Classi�cation is one of the major supervised methods,
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and clustering and association rule mining constitute
unsupervised ones. These latter two measure the simi-
larities among records, patterns and their relationships.
The main idea of a clustering algorithm is the groupings
of data, so that objects within a group are similar,
based on measurement criteria, and there is least
similarity between the data of di�erent groups. It can
be said that the main function of clustering is the
correct group de�nitions for the data [5]. Di�erent
types of clustering algorithms are based on partition-
ing, hierarchies, density, grids and models [6{10].

Due to the fact that most traditional cluster-
ing methods are not designed for high-volume and
high-dimension data, and are also complex and time-
consuming, they cannot be used in analyzing big data.
Most of these methods are not scalable, and neither
has this been considered in their design. Also, it has
been assumed that all operations will be performed on
a single machine and that all data exists in memory [1].
As a result, these methods are problematic, when faced
with the high volumes and dimensions of big data.

Clustering is one of the data mining problems
that can be transformed into an optimization problem,
and which can use metaheuristic algorithms to solve
them [11{14]. Metaheuristic algorithms, unlike data
mining ones, are not designed to solve speci�c prob-
lems. These algorithms explore the problem space to
�nd an optimal solution, and can �nd the right answer
in terms of time complexity and accuracy, even with
high scale and dimensions [15,16]. A combination of
metaheuristic algorithms and parallel computing can
be a successful means for big data analysis [11,17].
Parallel computing means breaking large problems into
smaller pieces, and performing each with a di�erent
processor. In addition, processing can be carried out
in parallel in a distributed environment [18]. The
distribution can be done in a non-automated way, or
an automated way (such as with a MapReduce model).
The di�erence between these two methods relates to
the way they manage computing resources; in the
MapReduce method, issues of network communication,
load balancing, data distribution and fault tolerance
are automatically addressed [19].

In this study, an advanced Arti�cial Bee Colony
(ABC) algorithm called Weighted-Average Arti�cial
Bee Colony (WABC) is employed in a MapReduce
model to cluster big data. To coordinate WABC with
the clustering problem, each member of the population
is considered as a solution, and which contains the
proposed cluster centers. Also, the Davis-Bouldin (DB)
index [20] has been used as an objective function. For
this index, the rates of dispersion of objects within
a cluster and intra-cluster distance are taken into
account. In the calculation of the objective function,
the calculation of intra-cluster data dispersion is the
most costly part in terms of execution time, which

is why the algorithm is implemented in accordance
with the MapReduce model in a Hadoop framework.
The �ndings of this study indicate the scalability of
the proposed algorithm for clustering large volumes of
data, while maintaining clustering quality.

This study is structured as follows: In Section 2,
the clustering and related works are reviewed. The
proposed method for the improvement of ABC algo-
rithm and mapping WABC with the MapReduce model
for clustering is presented in Section 3. Experimental
results and discussion are given in Section 4. Section 5
provides the conclusions and future works.

2. Background

2.1. Clustering
Clustering is an unsupervised learning method, which
objects are grouped based on their similarity inherent
according to speci�ed criteria [21]. The DB index is
used as the evaluation function of clustering. This
index is a function of the ratio of the total dispersion
within the clusters to the distances between the clus-
ters. Assume that X = fx1; x2; :::; xi; :::; xNg is a set
of N objects, C = fc1; c2; :::; cj ; :::; ckg is a set of K
cluster centers, and D = fd1; d2; d3; :::; dmg represents
the vector of values, where M denotes the number of
dimensions of the problem. That is, each xi object and
each center of the cluster cj is represented by a vector
like D. According to the given description, the DB
index is calculated as follows [20]:

si;q =
�

1
Ni

X
~x2ci k~x� ~cik

�1=q

; (1)

dij;t =

"
DX
p=1

jci;p � cj;pjt
#1=t

= k�!ci ��!cj kt: (2)

Eqs. (1) and (2) show the distribution of the members
of a cluster, and the distance between two cluster
centers. The larger that si;q is the more space the
cluster occupies. The values of q and t are larger or
equal to 1, and can be di�erent values. Ni shows
the number of members in the cluster. ci Eq. (3)
attempts the speci�cation of the cluster that has the
most separation from the desired cluster, and �nally
the DB index is calculated by Eq. (4):

Ri;qt = max
i2K;i 6=j

�
si;q + sj;q
dij;t

�
; (3)

DB =
1
K

KX
i=1

Ri;qt: (4)

The clustering problem can be transformed into an op-
timization problem, where the DB index is considered
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as the evaluation function. Optimum allocation of the
objects to clusters is done in several steps. A lower DB
value shows better clustering.

2.2. Related works
Big data clustering is one of the main challenges
in data mining due to the size, complexity, and
variety of data that needs to be processed. Tradi-
tional clustering algorithms have been not designed
to handle the massive volumes of data generated in
today's digital world. Therefore, it is essential to have
parallel distributed systems and software platforms,
like MapReduce and Hadoop framework to e�ectively
analyze large datasets [22]. In recent years, various
methods have been proposed for clustering bulk data
with the MapReduce model [23{28]. K-means is one of
the most popular clustering algorithms, implemented
with the MapReduce model [29{31] for big data cluster-
ing. Meta-heuristic algorithms which are used to solve
optimization problems [32{35], are very popular in this
regards. MR-CPSO [36] was introduced using Particle
Swarm Optimization (PSO) algorithm to get the result
based on the shortest distance between the data and
cluster centers. To make this algorithm scalable, an
intra-clustering computation has been implemented us-
ing the MapReduce model. Yang and Lee [37] presented
an algorithm for clustering big data using an ant colony
algorithm. It also uses a scalable method for big data
clustering. A clustering method was presented based on
the Glowworm Optimization Algorithm (GSO) and the
MapReduce model (MR-CGSO) [38]. In the method,
each member of the population is a cluster center,
and the aggregation of these members represents the
�nal clustering outcome. In another research [39], the
authors proposed a MapReduce-based version of the
fuzzy C-means algorithm (MR-FCM), which is scalable
and can be run in a parallel-processing environment.

A MR-ABC, which uses the ABC algorithm and
a MapReduce model, was proposed to cluster the big
data [5]. Its goal is to minimize the distance from
cluster centers. In this algorithm, every position of the
bee food is considered as a solution to the problem
of clustering. One MapReduce task procedure is to
calculate the distance between the data and cluster
centers, which is a costly operation, with a high-
execution time. The scalability, speedup and accuracy
of the proposed clustering algorithm are suitable for
use with big data.

MapReduce Black Hole (MRBH) [40] is another
algorithm, which uses the black-hole optimization
algorithm and a MapReduce model to cluster big
data. A partitioning way [41] was proposed to reduce
memory consumption in MapReduce model with a trie-
based sampling mechanism. In another research [42],
a clustering method based on MapReduce and En-
hanced Grey Wolf Optimizer (MR-EGWO) was in-

troduced for large-scale datasets. A MapReduce based
K-means Biogeography Based Optimizer (MR-KBBO)
was suggested to analyze of large scale datasets [43].
Also, a map-reduce-based clustering recommendation
system is introduced by improved whale optimization
algorithm to cluster large datasets [44].

In another research [45] is explained how prove-
nance can reduce total execution time in MapReduce
programs which appending new data to the existing
�le in each rerun. Meddah and Belkadi [46] managed
to minimize execution time by the use of MapReduce
for extracting information from event logs. They used
process mining techniques, and in map step, they mine
patterns from execution traces, after that these small
patterns are combined in reduce step.

In these methods, meta-heuristic algorithms or
other algorithms like FCM have some advantages and
disadvantages. For example, PSO and GWO have
good exploitation or ABC has good exploration, but
these algorithms su�er from inherent problems. A
meta-heuristic based clustering with deep learning
was proposed using MapReduce model [47]. The
method employed Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) to detect random
shapes and diverse clusters. In another research,
a MapReduce-based model was introduced to auto-
mate intrusion detection using machine learning tech-
nique [48]. The detection was done by predicting un-
known test scenarios and the data in the database was
stored to minimize future inconsistencies. A student
health monitoring system in IoT [49] was introduced
using the MapReduce with deep learning framework
was proposed. In the method, a 1-dimension con-
volution neural network was employed to extract the
deep features in the map phase. In the reduce phase,
the optimal subset of features was obtained by the
Adaptive Bird Rat Swarm Optimization (ABRSO).

A MapReduce-based fuzzy C-medoids clustering
algorithm was proposed to cluster big data repos-
itory of documents datasets [24]. A MapReduce-
based ensemble hierarchical clustering algorithm was
introduced [50]. In the research, the results of di�erent
single clustering methods were combined by ensemble
clustering algorithm and the MapReduce was applied
to implement hierarchical clustering methods. In an-
other study, an enhanced query optimization process of
big data was proposed using Ant Colony Optimization
(ACO) algorithm and Genetic Algorithm (GA) based
on MapReduce model. To cluster data, Normalized K-
Means (NKM) was applied and the optimized query
was obtained by ACO-GA [51].

A Federated Arti�cial Neural Network (FANN)
was introduced to predict the critical path in a MapRe-
duce workow. A Self-Organizing Map (SOM) neural
network was employed to classify the health node [52].
In another research, an adaptive-chicken squirrel search
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algorithm driven deep belief network was proposed
based on MapReduce model to predict the dropout and
stress level of students [53]. A MapReduce-based dis-
tributed tensor clustering algorithm was suggested [54]
to big data processing. Moreover, an enhanced K-
means algorithm based on MapReduce and Hadoop
framework was proposed [55]. A new distance measure
was introduced in this method to calculate the distance
between two data samples using sparse reconstruction.

Although di�erent methods based on MapReduce
model have been proposed, these methods encounter
several disadvantages. For example, MR-CPSO and
MRBH apply PSO and BH algorithms which have
poor exploration and fall in local optima. MR-
ABC employs ABC which shows slow convergence rate
and faces the weak exploitation. MR-KBBO uses
BBO and K-means algorithms. BBO demonstrates
a premature convergence [49] and K-means algorithm
depends on the initial values and falls into the local
optimal if the initial values are not set well [50]. In
addition, MR-FCM is based on FCM algorithm which
encounters some disadvantages of K-means. DBSCAN
also depends on input parameters and the density of
data [56].

Despite the fact that the MapReduce and
Hadoop provide a scalable and distributed computing
framework to e�ciently analyze big data, a new
methods based on these tools are necessary to enhance
the performance of big data clustering. Hence, an
enhanced big data clustering ABC algorithm designed
by the MapReduce model (MR-CWABC) is proposed
in this study to improve the search ability of algorithm
for �nding the promising areas to e�cient big data
clustering.

3. The proposed method

In this study, three steps are proposed to cluster the big
data and assign objects to the clusters more precisely.
The �rst step is to introduce the Weighted-Average
arti�cial Bee Colony (WABC) algorithm, so that the
�nal solution of the algorithm is more accurate and
closer to the global optimization. The second step
is to determine the cluster centers, and the third
step is related to the way of the objective function
is calculated. The DB function is considered as the
objective function.

3.1. Weighted-average Arti�cial Bee Colony
(WABC) algorithm

The WABC algorithm enhances the performance of
ABC by �rst preventing both stagnation in the local
optimization and early convergence, and second, in-
creasing the speed of convergence to global optimiza-
tion. In the WABC algorithm, three groups of bees are
considered: employed, onlooker and scout bees in three

phases. After initializing the bees' population, in the
�rst phase (employed bees' phase), the new positions
are obtained as follows:
vdNs+i(t+1)=xdi (t)+rand(0; 1)�(meand(t)�xdi (t)); (5)

where rand(0; 1) is a random number in the range of
[0,1]. The value of i starts from 1 and continues to
Ns. Ns+i indicates that new positions are created
in addition to Ns previous positions. meand is the
weighted average of the positions in the previous
generation in dimension d.

The new and old employed bees' positions are
merged, and the best ones are chosen based on the value
of the objective function and the number of employed
bees. The weighted average of the employed bees'
positions in the previous generation, and the position
distance of each bee from the mean are used the above
equation. This meand is obtained in each generation
in the employed bee:

meand(t+ 1) =
NsX
i=1

wi(t)�xdi (t); (6)

where wi is a weight assigned to the ith bee position
according to its �tness. Employed bees are sorted based
on their �tness and the bee with the better �tness has a
higher weight. The �tness is calculated [57] as follows:

fitnessi

(
1

1+fiti if (fiti � 0)
1 + abs (fiti) otherwise

(7)

where fiti is the value of the objective function for the
ith bee. The wi is computed as follows:

wi =
fitnessi

NsP
j=1

fitnessj
; (8)

NsX
i=1

wi = 1; w1 � w2 � ::: � wNs � 0: (9)

To prevent premature convergence and stagnation in
the local optimization, after calculation of every new
position, one of its dimensions is randomly selected
and replaced by a random number in the range of
the problem. In the proposed method, the second
phase (onlooker bees' phase) is similar to standard
ABC [57,58]. The new position of onlooker bees are
calculated as follows [39]:

xdi (t+ 1) = xdi (t)+ rand(�1; 1)�(xdr(t)� xdi (t)); (10)

where rand(�1; 1) is a random number in the range
of [�1; 1]. xr is a random bee and r 6= i.

In the third phase (scout bees' phase), the bees
have not improved during the sequential iterations,
their positions are updated based on three randomly
selected bees as follows:
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xdi (t+ 1) =xdi (t) + rand(0; 1)� (xdr1(t)� xdi (t))
+ rand(0; 1)� (xdr2(t)� xdr3(t)); (11)

where r1, r2, r3 2 f1; 2; :::; Nsg, r1 6= r2 6= r3 6= i.

3.2. Mapping WABC with the MapReduce
model for clustering

To adapt the WABC algorithm with data clustering,
each bee is considered as a center of cluster. The struc-
ture for each bee is shown in Figure 1. In this �gure,
there are three cluster centers, c1, c2 and c3. Each
cluster center has four properties. The main objective
is to allocate data to the cluster centers so that the
intra-cluster data distances' mean is minimized to the
center, and the clusters' distances from one another
each has the maximum possible value. The �tness value
of each bee is determined by the DB index.

The framework of MR-CWABC is shown in Fig-
ure 2. As shown in Figure 2, the initial allocation
of the clusters' centers is carried out and sent to the
employed bees phase. These bees �nd new solutions.
Then, the employed bees share their information with
the onlookers' bees. The onlooker bees choose the best
solutions, based on their �tness functions, and try to
generate a more appropriate solution (cluster centers).
Any bee that cannot �nd a better solution through the

Figure 1. The structure for one bee.

speci�ed steps is changed by positioning in the scout
bees phase using certain relationships.

This procedure continues until the algorithm ter-
mination condition is reached. After each solution
changes in each phase, an evaluation operation (�tness
function) must be performed, which will become more
time-consuming with increasing dataset volume. An
evaluating �tness function block is applied to calculate
the DB index. The block uses a Hadoop Distributed
File System (HDFS) for storage and MapReduce for
processing. Hadoop [59] is an open-source software
framework that enables distributed big data processing
on commodity machines. It is responsible for task
scheduling, concurrency control, resource management
and fault tolerance.

MapReduce [60] is a parallel-programming model
that seeks to hide details about parallel execution of
programs from the user's point of view. Data is split by
MapReduce into independent parts, with each section's
size being a function of the data volume and the
number of computational nodes. This model uses two
separate functions for mapping and reduction. Data in
a <key, value> format is entered into the map function,
and after performing the speci�ed calculation, output is
generated with the <key, value> format, and referred
to as intermediate results. These intermediate results
are grouped based on the keys, and the reduce function
generates the �nal aggregated results. The function
combiner is an optional part in a MapReduce model,
which locally performs aggregation on every mapping
node to reduce the cost of sending all intermediate data
to a reduction node. The architecture of this parallel-
processing model is shown in Figure 3. Figure 4

Figure 2. The framework of the MR-CWABC.
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Figure 3. The MapReduce model.

Figure 4. The pseudo-code of the MR-CWABC
algorithm.

shows the pseudo-code of MR-CWABC algorithm for
clustering. The number of clusters, the number of
food sources (NS), and the maximum iterations are
inputs of the algorithm. After running the Employed
bees function, number of the bees in the population is
double. In the next step, the population is sorted based
on the bees' �tness, and then the top NS bees are kept
and the rest of them are eliminated.

Figures (5){(7) show the employed, the onlooker
and the scout bees phases, respectively. In each of
these phases, after the generation of a new position,
the bee, in addition to the population, is added to the
Bee Colony list. This list includes the bees for which
the objective function should be calculated. In the em-
ployed bees function, �rst all new solutions are created
and then the �tness function is called. In this case,
the MapReduce function is called only once, and the

Figure 5. The pseudo-code of the �rst phase.

Figure 6. The pseudo-code of the second phase.

overhead of calling this function is decreased. Each bee
has a �ne variable that shows how many consistently
times it could not �nd a better solution. If the value of
the �ne is more than a threshold (determined by user),
this bee is considered as a scout bee and its position
will be changed by Scout Bees Function.

Figure 8 shows the calculation of the �tness func-
tion. The DB index is used as the objective function. It
is obtained based on two operations of the calculation
of the intra-clusters dispersion value, and the calcu-
lation of the inter-cluster distances. The calculation
of the intra-clusters dispersion will be time-consuming
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Table 1. Dataset characteristics.

Dataset Number of
records

Number of dimensions Number of clusters

Iris 10,000,050 4 3
Electricity 10,421,760 8 2
Magic 10,080,600 10 2
Cover type 10,458,216 54 7
HHAR 43,930,257 16 6

Figure 7. The pseudo-code of the third phase.

Figure 8. The pseudo-code of �tness function.

with respect to the big data volume. To make the algo-
rithm scalable, the intra-clusters dispersion calculation
is done through the MapReduce model. First, the
dispersion within each cluster is computed through the
MapReduce model. Then, the distance between cluster
centers is speci�ed for each bee, and the objective
function value is computed. Later, the bee that cor-
responds to this bee is found in the population, and if
the objective function value is better than the previous
value, the information about its position and objective
function is updated; otherwise, the bee will be �ned.

4. Experimental results and discussion

In this section, the performance of the MR-CWABC is
shown for big data clustering. The MR-CWABC has
been studied from two aspects: clustering accuracy and

parallelization e�ciency. All tests are run on a Hadoop
cluster of 10 nodes with each having a con�guration of
a dual-core Intel Xeon 2.9 GHz CPU and 3.7 GB of
RAM. The Hadoop version used was 2.7.3.

4.1. Datasets
In this study, standard datasets were used to evaluate
the proposed method [61,62]. To increase the size of the
Iris, Magic, Electricity and Cover Type datasets, each
record was repeated several times. Table 1 shows the
characteristics of each dataset. The following datasets
are considered:

� Iris: This dataset consists of three hidden patterns
of three types of plants. The Iris dataset is identi�ed
using four attributes of diameter, length, thickness
and width of the plant type;

� Electricity: This includes electricity prices for one
Australian power company. The data is divided into
two groups, low and high, using the clustering pro-
cess and in accord with the price change level [62];

� Magic: This consists of recorded data for high-
energy gamma particles in the atmosphere, collected
by the Cherenkov telescope;

� Cover type: This includes forest cover information
for 30� 30 meter areas in one of the US states. The
dataset consists of seven tree species;

� Heterogeneity Human Activity Recognition
(HHAR): The dataset contains the readings of two
motion sensors commonly found in smartphones.
Reading was recorded while users executed
activities scripted in no speci�c order carrying
smartwatches and smartphones.

4.2. Clustering accuracy
To assess the accuracy of the clustering, the F -measure
[63] is applied. This criterion uses precision and recall
concepts in data retrieval. The F -measure treats each
cluster like a query, and each class as the optimal result
of the query. The following relation calculates the value
of this index for the cluster j found by the algorithm
and the class i that represents the data label in the
standard dataset:

F (i; j)=
2�recall(i; j)�precision(i; j)
recall(i; j)+precision(i; j)

�100(%):(12)
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Table 2. The F -measure values of compared algorithms.

Dataset MR-CWABC MR-CABC MR-CPSO MR-CGSA

Iris 84.8% 74.9% 73.1% 69.5%
Electricity 61.3% 61.3% 61.2% 61.2%

Magic 55.2% 53.3% 52.2% 54.9%
Cover type 59.1% 53.9% 54.7% 56.0%

HHAR 58.3% 54.1% 54.7% 56.9%

The recall and precision values are obtained as follows:

recall(i; j) =
nij
ni
; (13)

precision(i; j) =
nij
nj
; (14)

where nij is the number of the ith class members in
the jth cluster, ni is the count of the i class members,
and nj is the count of the j cluster members. The F -
measure for the entire dataset is computed as follows:

F �measure =
X
i

ni
n

max
j

(F (i; j)); (15)

where n is the total number of dataset members.

4.3. Algorithm evaluation criteria in parallel
mode

Three criteria, called Scaleup, Speedup and E�ciency,
are used to determine the performance of the algorithm
in a parallel environment [64] Speedup shows how much
of the parallel algorithm is faster than its serial mode.
For Speedup calculations, the size of the dataset was
considered constant, and the number of the computa-
tional nodes increased with a certain coe�cient.

Speedup =
T
TN

; (16)

where T is the runtime in the serial mode, and TN is
the runtime in the mode of using computational node
N . In this experiment, the number of computational
nodes increased by a factor of two.

The Scaleup represents the overall system e�-
ciency in an incremental working load, and an increas-
ing computational nodes mode. Speedup shows the
ability of the parallel algorithm in optimal application
of computational nodes.

Scaleup =
TSN
T2SN

; (17)

where TSN represents the runtime for a dataset with
a size of S, and N the number of computational
nodes. T2SN indicates the runtime when the size of the
dataset and the number of the computational nodes are
doubled. To show the e�ciency of the algorithm when
the number of the computational nodes is constant and
the size of the dataset increases, an e�ciency criterion
computed as follows:

Table 3. The e�ciency of MR-CWABC for di�erent sizes
of datasets.

Dataset
Number of records �106

Number of nodes
2 4 6 8 10

Iris 0.9 0.909 0.914 0.918 0.921
Electricity 0.91 0.918 0.923 0.927 0.93
Magic 0.91 0.914 0.92 0.922 0.924
Cover type 0.923 0.927 0.931 0.936 0.945
HHAR 0.926 0.932 0.938 0.942 0.955

Efficiency = Sp
N
;

Efficiency = Sp
N
; (18)

where, Sp represents Speedup, and N is the number of
computational nodes.

4.4. Results and discussion
To evaluate the results, the proposed algorithm is
compared with the MR-CABC [5], MR-CPSO [36]
and MR-CGSA [65] by F -measure. Their results
are shown in Table 2. MR-CABC, MR-CPSO, and
MR-CGSA are respectively based on ABC, PSO, and
Gravitational Search Algorithm (GSA) so that all use
MapReduce model and evaluation function as same as
MR-CWABC for clustering. The average F -measure of
MR-CWABC shows the improvement of 7.13%, 7.71%,
and 6.77% compared with MR-CABC, MR-CPSO, and
MR-CGSA, respectively.

Table 3 shows the e�ciency of the MR-CWABC
for increasing dataset size, in the range of ten com-
putational nodes. The e�ciency of the algorithm is
improved on all �ve datasets by increasing the size, to
0.9 and better. Therefore, the algorithm has become
more scalable, as demonstrated by increasing the size of
the datasets. Therefore, the proposed method is more
scalable as the problem size increased.

As shown in Figure 9, the running time of the
MR-CWABC on the datasets decreased almost linearly
with increasing number of nodes in the Hadoop cluster.
As seen in Figure 10, the speedup of the MR-CWABC
increases relatively linearly with increasing number of
nodes. It is known that linear speedup is di�cult to
achieve because of the communication cost.
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Figure 9. Running time (sec.) of MR-CWABC on (a) Iris, (b) electricity, (c) magic, (d) cover type and, (e) HHAR
datasets.

Figure 10. Speedup of MR-CWABC on (a) Iris, (b) electricity, (c) magic, (d) cover type, and (e) HHAR datasets.

Figure 11. (a) Running time (b) Speedup of MR-CWABC, MR-CABC, MR-CPSO and MR-CGSA on HHAR dataset.

Figure 11(a) and (b) demonstrate the running
time and Speedup of MR-CWABC, MR-CABC, MR-
CPSO and MR-CGSA on HHAR dataset, respectively.
As seen in the �gure, MR-CPSO has the best runtime.
Also, MR-CWABC has the lower runtime than MR-
CABC. The Speedup of MR-CWABC is closer to ideal.

Figure 12 shows the results of Scaleup index for
the MR-CWABC on the �ve datasets used in this study.
To calculate the Scaleup, the number of records in each
implementation stage is doubled. This index shows
the system's throughput, and is expected to remain

constant with simultaneous increases in workload and
computing resources. As the results show for all �ve
datasets, by increasing the size of the datasets and
computational nodes, the Scaleup value is in the range
of 0.82 to 0.91.

The results indicate that the amount of compu-
tation needed to �nd a solution depends on the size of
the data. With increasing size, the advantages of using
distributed computing with more computational nodes
become more evident. All algorithms used in the study
are meta-heuristic and have similar structures, but the
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Figure 12. Scaleup of MR-CWABC on (a) Iris, (b) electricity, (c) magic, (d) cover type, and (e) HHAR datasets.

ABC algorithm is capable of generating better results
than the PSO algorithm. This is because the PSO algo-
rithm works more on the basis of exploitation, whereas
the ABC algorithm attempts to do a global search
bene�tting from the scout bees. Although ABC has the
potential to stagnate in the local optimization and early
convergence, the current study applies WABC which
seeks to overcome these problems. The GSA is highly
dependent on the primary initialization, with good
ability in �nding global optimization. However, if the
primary initialization of the agents is not appropriate,
the algorithm will be in trouble for convergence [66].
On the other hand, using a MapReduce model will save
time and cost of computing for bulk data clustering.
These results indicate the ability of the MR-CWABC
to cluster large volumes of data at the appropriate time,
while maintaining clustering accuracy.

5. Conclusion and future works

In this study, a method was presented for clustering big
data using an improved arti�cial bee colony algorithm
with a MapReduce model, called MR-CWABC. The
MR-CWABC increases the accuracy of the results
and prevents its early convergence to local optimiza-
tion. The Weighted-average Arti�cial Bee Colony
(WABC) algorithm was implemented in accordance
with the MapReduce model and a Hadoop framework
for optimizing big data clustering. The results of
MR-CWABC compared with some well-known meta-
heuristic algorithms implemented based on the MapRe-
duce model and a Hadoop framework. The purpose
of the experiments, performed on standard datasets,
was to determine the quality of the solution and
the e�ciency of the parallel algorithm. The results
obtained from the MR-CWABC on millions of records
indicate good clustering accuracy compared to other
algorithms. Also, with increasing dataset size, the

scalability of the algorithm was demonstrated, and has
a speedup close to that for a linear mode. However, the
running time of MR-CWABC is more than MR-CPSO
and MR-CGSA due to more calls the map-reduce task
to evaluate a solution in the di�erent phases.

As future works, the algorithm can run on more
computational nodes using datasets with larger sizes.
In addition, the e�ciency of the algorithm on real
datasets can be investigated. Moreover, the quality
of clustering outlier data requires further evaluation.
Furthermore, an automatic clustering can be performed
by changing the structure of each bee position to
determine the number of clusters in the algorithm.
Finally, other machine learning, federated learning and
Explainable Arti�cial Intelligence (XAI) methods can
be adapted for big data clustering to provide a powerful
framework for distributed and parallel processing of
large-scale datasets.
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