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Abstract: In measurement-based approaches, generators coherency can be determined on the basis of excited modes, which are obtained in the form of a vector of complex values. In order to find coherent generators in the frequency domain, which is suitable for applications such as wide-area control of power systems, these complex vectors should be clustered on the basis of their similarities. To do that, in this paper a new density-based unsupervised learning approach is proposed for clustering complex vectors, which is crucial for finding coherent generators in online applications. The proposed coherency evaluation approach is straightforward and more practical according to the reality of power systems since (i) eliminating the complexities in previous studies, it evaluates the coherency from the excited modes point of view using the complex correlation of frequency spectrums, (ii) it uses a new density-based learning approach with only one parameter setting making it more suitable for clustering generators. These features have been demonstrated on the well-known 16-machine, 68-bus system.
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1. Introduction

The deployment of state-of-the-art synchrophasor measurement technology has provided accessibility to a huge volume of data gathered throughout a bulk power system. The information hidden in these data can open new horizons in power systems operating and planning. However, these data are raw and must be turned into useful information. In this context, the use of pattern recognition and data mining for analyzing the raw data is getting more attention from researchers in different fields of power system studies, such as load forecasting [1], fault locating [2], security of systems [3], stability analysis [4], etc.

In power system dynamic studies, system analysis for determining the stability of the system after fault occurrence is very important. Besides, there is other information, such as coherency in the system, that should be analyzed online since it is a useful requirement for wide-area control systems. According to the
concept of coherency, generators that reveal approximately the same dynamic responses to disturbances are called coherent and are placed in the same group [5]. In post-disturbance controlling of power systems, by knowing the groups of coherent generators, control actions are triggered to mitigate the post-disturbance severe conditions and make the system move toward a stable or an islanded situation. It has been recently examined that DERs in active distribution networks can reveal coherent participation in local and inter-area modes, which means that active distribution networks massively penetrated with DERs should participate in post-disturbance control actions as well [6]. Basically, the concept of coherency in a power system is a reflection of modes excited across the system. Therefore, extracting these modes and analyzing them can help to find coherent generators and eliminate many complexities related to previous coherency evaluation methods.

Up to now, various techniques have been proposed for coherency assessment in power systems, which can be divided into two categories: model-based and measurement-based methods. In model-based methods, the linearized model of the power system is used for detecting the degree of coherency [7 - 10]. While methods in this category use concepts such as singular perturbation [aa11], epsilon decomposition [12], etc, the most well-known approach is the slow-coherency analysis in which the linear representation of the system is employed in order to separate its slow dynamics from fast ones [13], [14]. However, in model-based methods, system configuration changes or disturbance severity and location are not usually considered. Moreover, linearizing the model of a large system with hundreds of generators is a difficult task. The methods in the second category use various techniques to analyze the patterns in the post-disturbance variations of the parameters measured across the system. Therefore, detailed models and accurate parameters of the controllers and other types of equipment are not required in these methods. Accordingly, measurement-based coherency evaluation has received attention in recent decades. Examples of these methods are those that use the wavelet transform [15], Hilbert-Huang transforms [16], cosine similarity evaluation [17], projection pursuit [18], Koopman mode analysis [19], etc. to find coherent generators. Refs. [20] and [21] reviews comprehensively these approaches.

Machine learning techniques are mainly divided into supervised, unsupervised, and reinforcement learning categories [22, 23]. Unsupervised learning approaches, which are also called clustering type of
data mining techniques, are used to discover hidden patterns in the unlabeled data in order to partition the dataset into a number of clusters. In unsupervised learning approaches, the algorithm is allowed to act on the available information or features without guidance. In other words, the task of the machine is to group unsorted datasets according to similarities, patterns, and differences without any prior training of data. On the contrary, supervised learning methods, also known as methods used to build classifiers, use a set of data with already known group labels for training the classifier. In fact, supervised learning methods try to find the rules that determine the relationships between the already observed data and their associated known labels and then use these rules to predict the label of the next observation. Among supervised learning techniques, neural networks, decision trees, and Bayesian networks are the most well-known. Reinforcement learning is the third branch of machine learning techniques, which is concerned with the problem of finding suitable actions to take in a given situation through a process of trial and error in order to maximize a reward. In these types of algorithms, there is a sequence of states and actions in which the learning algorithm interacts with its environment.

In the literature related to coherency-based power system partitioning, the use of both supervised and unsupervised learning approaches is proposed. Supervised learning methods have been used to build classifiers for predicting the post-disturbance generator grouping or system islanding strategies [24 – 28]. Whereas, unsupervised learning approaches have been proposed to be used for online generators or bus clustering [29]. Examples of unsupervised learning approaches are k-means clustering (KM) [30, 31], fuzzy c-means (FCM) [32] and fuzzy c-medoids (FCMd) [33, 34] clustering, subtractive clustering [35], partition around medoid clustering (PAM) [36], Monte Carlo consensus clustering [37], typicality-based analysis [38] [39], affinity propagation [40] and support vector clustering [41] algorithms, which have been evaluated so far. Among the recent works, [42] has tried to develop KM clustering by adding a new concept based on clustering slopes. In another recent work, Affinity propagation clustering is proposed in which a prior assumption on the number of clusters is not required [40].

There are several key problems with many of the abovementioned unsupervised learning techniques in relation to their capabilities to discover clusters of coherent generators, which are as follows; these techniques can not work well for highly unbalanced data sets (i.e. cases where both very small and big
clusters exist at the same time in the dataset), they are highly dependent on random operations, they require the number of clusters to be defined in advance, and they have dependency on the settings of two or more parameters. It should be noted that not all the above-mentioned clustering techniques suffer from all the above shortcomings. For example, by using affinity propagation proposed in [40] the need to have a prior assumption on the number of clusters is solved, but it is still required to set various parameters for this algorithm.

Among clustering techniques, a density-based approach such as density-based spatial clustering of applications with noise (DBSCAN) [43] is a highly suitable one for grouping the generators in a power system. This is because not only no random selection operation is used in the DBSCAN algorithm, but no prior assumption on the number of clusters is required, which is vital for this study since the number of groups of coherent generators and their members is not fixed and may change for different disturbance characteristics and system conditions. Also, DBSCAN has the ability to find clusters with a very low number of members. This is important since, for example in unstable conditions, generators in a power system may be divided into groups with different sizes, i.e. a very small group containing only one generator may exist along with other medium and large groups. However, DBSCAN is introduced for real vectors. Therefore, in this paper, a new density-based learning approach for clustering complex vectors, called density-based clustering for complex vectors (DBCXV), is introduced, which is suitable for problems such as coherent generator grouping in power system analysis. This method is a developed version of DBSCAN in which new rules are added to make additional concepts for evaluating the similarities of complex vectors in 2D spaces, i.e. complex planes.

Aiming to address the abovementioned challenges, in this paper, coherency evaluation is performed in frequency domain to achieve a practical solution for discovering groups of coherent generators in terms of excited modes. This method is based on complex values which contain all the necessary information required for coherency assessment. It is clear that two generators may reveal the same oscillatory frequency with the same magnitude but with a phase angle difference of 180°. Accordingly, it is said that these two generators are out of phase (or they are not coherent). This suggests that relying only on the magnitude of oscillatory modes is not sufficient for coherency evaluation. Therefore, in this paper, a new
approach is proposed to discover coherency among generators by analyzing complex values. Fig. 1 shows the conceptual illustration of the steps of the proposed approach. Note that, unlike methodologies in which disturbances are considered to be distributed over the whole system as a white noise applied on loads in all buses [44], in the proposed approach coherency evaluation is performed on the basis of parameters’ variations observed as the result of a single disturbance occurrence. In this regard, for each generator a low-frequency spectrum, or in other words a complex vector consisting of low-frequency modes, will exist. In order to cluster the complex vectors associated with generators and in turn find coherent generators, the proposed DBCXV will be used here as an alternative to cope with the challenging problems described in this section regarding the clustering of coherent generators. To be specific, the proposed approach converts the problem of discovering coherent generators into clustering the complex vectors associated with generators using an innovative technique. Note that the proposed methodology is an unsupervised learning one since neither training data nor training step is required. In summary, from both mathematical and technical points of view, the methodology proposed for coherency evaluation has the following features.

**Fig. 1. Conceptual illustration of the proposed approach**

- It is simple, since unlike many complicated measurement-based coherency evaluation methods, it uses frequency components, which can be simply extracted from generators’ speed signals.
- It is fast, since using DFT for extracting frequencies has a low computational burden, in addition, unlike algorithms such as KM and FCM, the proposed DBCXV algorithm is not an iteration-based technique.
- It is accurate in terms of clustering coherent generators since the proposed DBCXV algorithm can accurately cluster the complex vectors.
- The proposed DBCXV algorithm is highly suitable for this problem since its solution is deterministic, no prior assumption on the number of clusters is required for the algorithm, it has fewer parameters to be set, and it has the capability to find generators that lose synchronization in unstable cases. It should be noted that, in a power network, some generators are located at the corners of the network and therefore if a fault happens near them they probably swing against the
rest of the generators (this means that this generator individually forms a group as it is non-
coherent with the rest of the generators). The same situation happens to a generator that loses its
synchronism with the rest of the network. In such cases, the proposed algorithm is able to find
these single-generator clusters by detecting outliers (which are called noises in the approach) in
the dataset.

- Since this methodology makes use of data measured by phasor measurement units (PMUs) and is
  based on excited modes, it is applicable for measurement-based applications, particularly wide-
  area control systems, which need accurate groups of coherent generators to be available online for
tuning controllers.

2. Proposed Approach for Determining Groups of Coherent Generators

In this section, the proposed coherency evaluation in the complex domain and the proposed density-
based learning technique for the mode-based grouping of generators are discussed.

2.1. Coherency Evaluation in the Complex Domain

From a measurement-based point of view, two generators revealing highly similar rotor angle or speed
variations are called highly coherent. The degree of these similarities can be obtained by calculating the
correlation coefficient (CC) between post-disturbance variations in speed or rotor angle signal of each
pair of generators. It has been described in [45] that the variations in the speed of generators in a power
system are a reflection of the energy absorbed or delivered by the generators. On the other hand,
according to Parseval’s theorem, the sum of the squares of a function is equal to the sum of the squares of
its Fourier transform as follows [46].

$$\sum_{k=0}^{N-1}|x(k)|^2 = \frac{1}{N} \sum_{f=0}^{N-1}|X(f)|^2$$

(1)

where $X(f)$ is the $f^{th}$ component in the discrete Fourier transform of the finite-duration signal $x$ and $N$ is
the number of samples. The practical interpretation derived from this theorem is that the energy of a
signal is the same as the energy calculated from the frequency components that exist in the signal
waveform. Authors in [47] showed that the Euclidean distance between two signals in the time domain is
the same as their Euclidean distance in the frequency domain, meaning that for coherency evaluation on
the basis of excited modes, it can be possible to easily move to the frequency domain where these excited modes are represented by complex values. Since in this paper the interest is on inter-area and local modes, which are lower than 2 Hz, and considering the approach as a frequency-weighted one, filters can be added in real applications to filter the higher frequencies. To extract the sinusoidal contents of speed signals, DFT is used as in (2):

\[ F_i(f) = \sum_{k=0}^{N-1} \omega_i(k) e^{-j\frac{2\pi fk}{N}} \quad f = 0,1,\ldots,N-1 \]  

(2)

where

\[ \omega_i(k) = \frac{\theta_i(k) - \theta_i(k - 1)}{\Delta t} \]  

(3)

In the above formula, \( \omega_i(k) \) and \( \theta_i(k) \) are the speed and rotor angle of generator \( i \) at time instant \( k \), and, \( F_i(f) \) represents the Fourier transform of the speed signal. \( \Delta t \) is the time interval between two consecutive samples. To be more clear, \( F_i(f) \) denotes the \( f \)th component in the frequency spectrum obtained for the speed of generator \( i \) or in other words the \( f \)th mode excited by generator \( i \).

One of the efficient ways for assessing the degree of similarity between two vectors of real values such as speed signals of generators is to use the Pearson correlation coefficient. In this regard, for assessing the similarity between the speed signals of generators \( i \) and \( j \), the Pearson correlation coefficient takes the form defined in (4).

\[ c_{i,j} = \frac{\sum_{k=1}^{N} \omega_i(k)\omega_j(k)}{\sqrt{\sum_{k=1}^{N} \omega_i^2(k)\sum_{k=1}^{N} \omega_j^2(k)}} \]  

(4)

In case the similarity between two vectors with complex values, such as frequency spectrums of generators \( i \) and \( j \), is of interest, the CC is then proposed to be obtained using (5). In this paper, the CC calculated between vectors with complex elements is denoted as \( c_{i,j}^{cx} \).
\[ cx_{i,j} = \frac{\sum_{f=1}^{N_f} F_i(f)F_j^*(f)}{\sqrt{\sum_{f=1}^{N_f}|F_i(f)|^2} \sum_{f=1}^{N_f}|F_j(f)|^2} \] (5)

In (5), \( * \) is the conjugate operator and \( | \cdot | \) represents the magnitude of frequency components. Moreover, \( N_f \) is the number of low frequencies (lower than 2 Hz) in the frequency spectrums. Note that for two signals with real values, \( c_{i,j} \) obtained from (4) takes a real value within the range \([-1, 1]\). In this regard, for two similar signals, \( c_{i,j} = 1 \), while for two negatively correlated signals, its value will be equal to -1. However, since the frequency spectrum is a vector whose elements are obtained from (2), the CC between each pair of these complex vectors (frequency spectrums) obtained from (5) will be a complex value as well. The position of \( cx \) in the complex plane is somewhere within a circle with a radius equal to 1 and centered on the point \( 0 + j0 \) in the complex plane. Clearly, if a pair of generators \( i \) and \( j \) have completely similar frequency spectrums, \( cx_{i,j} \) will take the complex value \( 1 + j0 \), whereas if generator \( i \) oscillates exactly against generator \( j \) (meaning that a phase angle difference of 180 degrees exists), \( cx_{i,j} \) takes the value \(-1 + j0\). Fig. 2 shows an example of values of \( cx \) between generator \( i \) and two other generators \( j \) and \( k \) plotted in the complex plane. Note that, the more the location of \( cx_{i,j} \) is close to the point \( 1 + j0 \), the more generator \( i \) is coherent with generator \( j \). For example, from Fig 2, it can be concluded that the coherency between generators \( j \) and \( i \) is more than the coherency between generator \( k \) and generator \( i \).

Fig. 2. Definition of coherency in the complex plane

2.2. Proposed Density-Based Learning Algorithm for Generators Clustering

2.2.1. Proposed Definition of Clusters in the Complex Domain

DBSCAN, which is a clustering algorithm simpler than k-means and fuzzy c-means algorithms, is proposed in [48] for generators grouping due to the following features:

- A prior assumption on the number of clusters is not required by DBSCAN. This is a very important feature since from a measurement point of view groups of coherent generators are not fixed for different disturbances.
• DBSCAN needs fewer parameters to be set compared to conventional clustering algorithms.

• No random selection operation is used by DBSCAN, and therefore its solution is deterministic.

DBSCAN works by detecting dense clusters, which is a concept different from the one used in KM and FCM algorithms. One shortcoming of KM and FCM, which are also named as centroid-based clustering algorithms, is that they have no notion of outliers, meaning that these algorithms assign all data points to clusters even with low degrees of membership. On the contrary, the density-based algorithm identifies places where points are clustered and where they are separated by vacant or sparse regions. Accordingly, this concept allows for identifying outliers (which are called noises in this paper) as well.

However, DBSCAN is introduced for vectors with real elements. As stated in section 2.1, an efficient coherency evaluation can be obtained by analyzing the frequency components that exist in the speed signal of generators. Since the value of $cx_{i,j}$ obtained from (5) is a complex value, using DBSCAN to group the generators on the basis of frequency spectrums is not feasible in this way. Therefore, in this paper, a new density-based learning approach derived from DBSCAN, called DBCXV, is introduced for clustering the vectors with complex values. This algorithm not only can be used for generators grouping in power system studies but it can be applied to other scientific fields where clustering of complex vectors is needed.

It should be noted that, in the proposed DBCXV algorithm, concepts including core data points, noises, definite clusters, and non-definite clusters are utilized. Most of these concepts have been previously defined in the DBSCAN algorithm [48]. However, in this paper, some of them are re-defined to be applicable to the proposed DBCXV algorithm. Below is the definition of these concepts:

• **Core point:** In a complex plane, a data point $p$, is a core data point if at least $P_{min}$ data points including $p$, are within distance $α$ of it.

• **Being directly reachable:** In a complex plane, if data point $q$, is within distance $α$ of data point $p$, it is said that data point $q$, is directly reachable from data point $p$.

• **Noise:** In a complex plane, a data point $p$, is a noise if it is not directly reachable from any core data point.

• **Being reachable:** A data point $q$, is reachable from data point $p$, if there is a path $p_{e1}, ..., p_{en}$
with \( p_{ri} = p_r \) and \( p_{rn} = q_r \), where each \( p_{r(i+1)} \) is directly reachable from \( p_{ri} \).

- **Non-definite cluster**: In a complex plane, a non-definite cluster is a set of at least \( P_{min} \) data points so that each two of them are directly reachable, and additionally none of them are the members of a definite cluster.

- **Definite cluster**: In a complex plane, a definite cluster is a non-definite cluster that contains a core point located exactly at point \( 1 + j0 \).

According to the last two definitions, any core data point can form a non-definite cluster if none of the data points that are directly reachable from it are members of a definite cluster. In addition, it is clear that a definite cluster forms around point \( 1 + j0 \).

Fig. 3 presents an example of data points in the complex plane to provide a better understanding of the above definitions. In this example, nine data points are assumed in the complex plane. In Fig. 3, dashed circles are drawn to show a neighborhood with radius \( \alpha = 0.2 \) around each data point. By assuming \( P_{min} \) set on 2 (meaning that a cluster can be formed by at least two data points), it can be seen that there is a data point \( d_2 \) in the neighborhood of data point \( d_1 \), which means that data points \( d_1 \) and \( d_2 \) form a definite cluster shown by \( D \) in the figure. There is also one noise (data point \( d_9 \)) in this example since there is no other data point within its neighborhood as can be seen from the figure. Moreover, there are two non-definite clusters in Fig. 3 named A and B. It should be noted that, as stated in the definitions, the data points in each of the clusters are reachable.

**Fig. 3.** Example of noise, definite cluster, and non-definite cluster in the complex plane

### 2.2.2. Proposed DBCXV Algorithm

In order to group the generators of a power system on the basis of post-disturbance excited modes, the frequency spectrum of the speed signal of the generators should be extracted. Then, the similarity between each two of the frequency spectrums is calculated using (5), and a correlation matrix, i.e. the matrix \( CM \) defined in (6), is formed. It should be noted that \( CM \) is a matrix with dimension \( N_G \times N_G \) where \( N_G \) is the number of generators. Moreover, in (6) the \( i^{th} \) and \( j^{th} \) element of \( CM \) is the correlation between the frequency spectrums of \( i^{th} \) and \( j^{th} \) generators, i.e. \( cx_{i,j} \). It is also clear that \( cx_{i,i} = 1 \) and
$cx_{i,j} = cx_{j,i}^*$. 

$$CM = \begin{bmatrix} cx_{1,1} & \cdots & cx_{1,i} & \cdots & cx_{1,N_G} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ cx_{i,1} & \cdots & cx_{i,i} & \cdots & cx_{i,N_G} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ cx_{N_G,1} & \cdots & cx_{N_G,i} & \cdots & cx_{N_G,N_G} \end{bmatrix} \quad (6)$$

By looking at (6), it can be concluded that the elements in the $i^{th}$ row indicate how generators oscillate from the viewpoint of generator $i$. In other words, by analyzing the $i^{th}$ row, it is possible to find the generators that may form a definite cluster with generators $i$ and the other possible non-definite clusters and noises. Fig. 3 is an example that shows the elements of row $d_i$ of a $CM$ matrix obtained for a system with nine generators $d_1$ to $d_9$ (or it can be said that this figure shows how other generators $d_2$ to $d_9$ oscillate from the viewpoint of generator $d_1$). By looking at Fig. 3 it can be concluded that generators $d_1$ and $d_2$ oscillate in phase to a high extent (are coherent), whereas the generators in clusters A or B swing against generator $d_1$. However, further analysis is still required to figure out whether clusters A and B swing against each other or not. The reason is that, as it is stated above, the location of data points plotted in Fig. 3 are from the viewpoint of generator $d_i$. Thus, these locations in the complex plane in Fig. 3 are valid only with respect to generator $d_i$, and if another row of matrix $CM$ is considered, the locations of data points will be different from those plotted in Fig 3.

As stated in Section 2.2.1, in a complex plane definite clusters are formed around point $1 + j0$. Accordingly, another matrix called $B$ is extracted from matrix $CM$ whose elements are defined as below.

$$B(i,j) = \begin{cases} 1 & \text{if } \|CM(i,j)\| \leq \alpha \\ 0 & \text{if } \|CM(i,j)\| > \alpha \end{cases} \quad (7)$$

Matrix $B$ is very helpful in finding the definite clusters which are the clusters of generators in the final solution. In order to achieve the clustering solution, the algorithm defined below is proposed.

**Step 1**: For a power system with $N_G$ generators, following a disturbance occurrence, first, create $N_G$ frequency spectrums for all $N_G$ generators from their speed signal using (2) and then form the matrix $B$ defined in (7).
Step 2: select a row number randomly (for example row \(i\)) and store the row number \(i\) in a set called \(S\).

Step 3: for each row number in \(S\) find the unity values in the corresponding row in matrix \(B\) and expand \(S\) by storing the column number of unity values in the selected row.

Step 4: repeat step 3 until no new row number is added to \(S\).

Step 5: if the number of row numbers stored in \(S\) is greater than or equal to \(P_{\text{min}}\), label all the numbers in \(S\) as the first cluster of generators. Otherwise, label them as noise.

Step 6: remove all rows and columns from matrix \(B\) corresponding to the row numbers stored in \(S\) and then clear all the numbers of \(S\).

Step 7: repeat steps 2 to 6 for the rest of the rows remaining in matrix \(B\) until matrix \(B\) becomes empty.

It is worthy noting that, similar to most of tolerance-based coherency evaluation techniques (either model-based or measurement-based), there is a threshold (tolerance) defined in the proposed methodology below which two generators are treated as coherent and vice versa. This threshold is the parameter \(\alpha\) defined in Section 2.2.1. In fact, the proposed clustering methodology assigns two generators to the same group as coherent generators, if the value of dissimilarity between them (expressed in (7)) is less than \(\alpha\). This threshold is user-defined like all other tolerance-based techniques in the literature. It means that coherency is deemed to be a relative term, and it is the user who decides at which level of similarity, two generators are considered coherent.

For a better understanding of the proposed approach, an example with a small number of generators is presented here. Fig. 4 shows the speed signals of five generators following a disturbance occurrence. From Fig. 4 it can be seen that generators 1 and 2 (shown by dashed line) have oscillations almost against the rest of the generators. Accordingly, it can be said that generators 1 and 2 are coherent and form a cluster while the other cluster includes generators 3, 4, and 5.

Fig. 4. Speed variations of generators (example)
Matrices \(CM\) and \(B\) obtained for this example are shown in (8) and (9) respectively. As stated, the elements in the \(i^{\text{th}}\) row imply how the rest of generators oscillate with respect to generator \(i\). To confirm
that, the elements of each row of matrix $CM$ are plotted in complex planes as shown in Fig. 5. It can be clearly seen in all sub-figures of Fig. 5 that generators 1 and 2 are coherent and oscillates against the cluster including generators 3, 4 and 5.

$$CM = \begin{bmatrix}
1 & 0.89 + j0.16 & -0.25 + j0.35 & -0.37 + j0.25 & -0.21 + j0.37 \\
0.89 - j0.16 & 1 & 0.13 + j0.37 & 0.00 + j0.32 & 0.16 + j0.37 \\
-0.25 - j0.35 & 0.13 - j0.37 & 1 & 0.98 + j0.14 & 0.99 - j0.03 \\
-0.37 - j0.25 & 0.00 - j0.32 & 0.98 - j0.14 & 1 & 0.97 - j0.17 \\
-0.21 - j0.37 & 0.16 - j0.37 & 0.99 + j0.03 & 0.97 + j0.17 & 1
\end{bmatrix} \tag{8}$$

$$B = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1
\end{bmatrix} \tag{9}$$

**Fig. 5.** Correlation values with respect to (a) generator 1, (b) generator 2, (c) generator 3, (d) generator 4, and (e) generator 5.

### 3. Simulation Results

In this paper, the efficacy of the proposed coherency evaluation approach as well as the proposed DBCXV algorithm is assessed using two test cases applied to the 16-machine, 68-bus test system (shown in Fig. 6), which is a well-known system and is widely used for power system dynamics related studies in the literature. The details of this system can be found in [49]. In this paper, all simulations are carried out within the MATLAB environment. Particularly, the Power System Toolbox (PST) [50] is used for simulating disturbances. Moreover, it should be noted that, in this study it is assumed that the system is fully observable through a wide-area measurement system, meaning that by using voltage phasors measured across the system rotor angle and speeds of generators can be obtained [51, 52].

**Fig. 6.** Line diagram of the test system

There is one note about the use of DBCXV that should be under attention. As stated in Section 1, it is desired to use a clustering algorithm with lowest number of parameters to be set. DBCXV intrinsically has two parameters, i.e. $P_{min}$ and $\alpha$. However, according to the nature of coherency detection problem, the value of one of these parameters can be easily set. In doing so, firstly note that in a power system, at
least two generators can form a coherent group in some parts of the system. Moreover, if an unstable condition occurs after the disturbance, a generator may gradually lose its synchronization and form an individual group, or in other words form a noise. Thus, to make the algorithm capable of distinguishing between a group of coherent generators with two members and an unstable generator, \( P_{\text{min}} \) should be essentially set to 2. Therefore, the only remained parameter that should be set is \( \alpha \), which has been set at 0.2, in this study.

3.1. Case #1

In this case, a three-phase fault is applied on the line connecting buses 52 and 42 and near to bus 52 and is cleared after 31 ms. Furthermore, a loading factor of 1.0217 is applied to the normal load of the system detailed in [49]. This case is simulated for 10 seconds to let the variations appropriately damped. Fig. 7 shows the speed variations of the generators of the system. As it can be seen, among the 16 generators, three of them, i.e. generators 9, 14, and 16 (dashed lines), reveal different oscillations. Note that in these simulations, firstly, DFT is applied to the speed signals to extract complex vectors of modes. Then, frequency components less than 2 Hz as the inter-area and local modes have been selected to be used in the clustering algorithm.

**Fig. 7.** Speed variations of generators (Case 1)

Fig. 8 depicts the elements of matrix \( B \) formed by using (7). The diagonal elements of matrix \( B \) are the core points. From this figure it can be seen that a large group of generators are forming a cluster meaning that a large part of the system is oscillating against the rest. Another focus in Fig. 8 shows that generators 9 and 14 are found to be coherent. However, these generators are in two apart sides of the network as can be seen in Fig. 9, although they reveal, to some extent, similar oscillations. Therefore, they should be placed in separate areas.

**Fig. 8.** Elements of matrix \( B \) (Case 1)

**Fig. 9.** Groups of generators discovered in Case 1

Table 1 presents the final generators grouping scheme obtained in this case by using the proposed method. This grouping scheme is also graphically depicted in Fig. 9. As stated in Introduction section,
one of the main advantages of DBCXV is that it can easily find a small cluster along with large clusters in the data set. In this case, the DBCXV algorithm has found a large cluster containing 13 generators (which is a large one compared to the others) and three single-generator clusters, which confirms its capability to find both small and large clusters in the dataset.

Table 1. Generator grouping scheme obtained in Case 1

In addition, an examination on the impact of various values of $\alpha$ on the generators clustering is also carried out. To do so, the proposed algorithm is applied with $\alpha$ values of 0.1 and 0.3. The additional results are presented in Figs. 10 and 11. By looking at these figures, it can be concluded that, as it is expected, the number of clusters is reduced as the value of $\alpha$ increased to 0.3, and vice versa. Note that the groups of generators obtained for $\alpha = 0.3$ is the same as the one obtained for $\alpha = 0.2$, meaning that still a value of $\alpha$ higher than 0.3 is required to assign generators 9, 14, or 16 to the large area in Fig. 9.

Fig. 10. Generators clustering with $\alpha = 0.1$ (Case 1)

Fig. 11. Generators clustering with $\alpha = 0.3$ (Case 1)

3.2. Case #2

In this case, which is more complicated than case 1, a fault similar to that of case 1 is applied, except that it is applied on the line connecting buses 4 and 5 and near to bus 4 and is cleared after 28 ms. Moreover, in this case the loading factor is considered to be 1.0414. Fig. 12 shows the speed variations of the generators of the system. This case is aimed to show that in a power system generators grouping schemes can be different for different disturbances occurring at different parts of the system. Elements of matrix $B$ obtained in this case have been shown in Fig. 13. The low number of unity values in $B$ indicates that more clusters but with small sizes are expected to be found compared to Case 1.

Fig. 12. Speed variations of generators (Case 2)

Fig. 13. Elements of matrix $B$ (Case 2)

Table 2 details the clusters with their members in the final solution obtained in this case. Moreover, a
graphical presentation of areas is shown in Fig. 14. To show that how generators in each area are coherent, the speed variations of generators in each area is depicted in Fig. 15. It should be noted that the last sub-figure contains those generators that have not been assigned to any of the other clusters. Fig. 15 clearly shows that generators in each cluster reveal approximately the same oscillations which proves the capability of the proposed approach. As it can be seen, in this case larger number of areas have been detected compared to Case 1, which is due to the excitation of several local modes. However, as will be shown in Section 3.3.1, when local modes are damped some of these areas will combine to form a larger area.

Table 2. Generator grouping scheme obtained in Case 2

**Fig. 14.** Groups of generators discovered in Case 2

**Fig. 15.** Speed variations of generators (Case 2)

Similar to Case 1, another examination is also carried out with $\alpha$ set to 0.1 and 0.3 to investigate the impact of $\alpha$ on the clustering solution. The new clustering solutions are presented in Figs. 16 and 17. It can be seen that, as it is expected, the number of clusters reduces if $\alpha$ is set to a lower value.

**Fig. 16.** Generators clustering with $\alpha = 0.1$ (Case 2)

**Fig. 17.** Generators clustering with $\alpha = 0.3$ (Case 2)

### 3.3. Discussion

In this section, the impact of data resolution and observation time frame on the solution of the proposed clustering algorithm as well as the performance of DFT will be discussed, and a comparison with traditional clustering algorithms will be provided.

#### 3.3.1. Data Resolution and Observation Time Frame

The number of frequencies in the frequency spectrum obtained from applying DFT to a waveform is equal to the number of samples of the waveform, as DFT transforms the $N$ discrete time samples to the same number of frequency samples. It means that, in order to obtain more low-frequency samples and in turn more accuracy of results, it is necessary to use higher sampling rates of the speed signals. In a wide-area measurement system, PMUs provide voltage or speed samples with various rates to be used by the
control center. According to the IEEE Standard for Synchrophasor Data Transfer for Power Systems, in a 60 Hz system, PMUs have to provide these data with rates up to 60 sample/s, while higher rates such as 120 sample/s have also been encouraged by the standard. In the simulations presented in Sections 3.1 and 3.2, it is assumed that the generator speed data is sampled with the frequency of 100 Hz (1.66 sample/cycle). However, if a higher rate, for example 2 or more samples per cycle, is available, a frequency spectrum with more samples could be obtained, which can lead to a more accurate coherency evaluation.

In the other hand, in this study, a time frame of 10 seconds has been used for coherency evaluation, which is suitable for capturing frequencies within the range of 0.1 – 2 Hz. It can be seen from Fig. 18 that there are oscillations in the speed signals that are damped in the first four seconds. Therefore, if the start point of the time frame is where these modes are damped, a grouping solution is obtained in which modes that have frequencies at around 1 Hz and above are not considered. Fig. 18 shows the grouping solutions obtained by the proposed approach using two different time frames. As it can be seen, considering a time frame starting at t = 4s, a different grouping scheme is obtained in which generators 1 to 8 forms a large group.

Fig. 18. Coherent generators obtained in two different time frames (case 2)

3.3.2. Performance evaluation of DFT and Prony analysis

As described in Section 2.1, the proposed algorithm is a measurement-based one in which excited modes extracted from generators’ speed signals are used for coherency evaluation. To extract these modes, DFT has been used in this paper. DFT in its original description has some limitations such as frequency leakage, which affects the estimations on the magnitude and phase angle of oscillations. However, it should be mentioned that the aim has not been to find the exact value of magnitude and phase angle of each excited mode and a small error can be neglected, since if two generators reveal the same excited modes in their oscillations, the frequency spectrum corresponding to them are then approximately similar (considering the error in the estimation made by DFT). It should be noted that coherency is a relative term meaning that two generators are coherent if they reveal relatively similar dynamic responses. In fact, the reason for using DFT instead of other signal processing techniques such as wavelet or Hilbert
Huang transforms, or even other DFT-based phasor estimation techniques, is to make the procedure fast and simple as much as possible while keeping the accuracy within proper range.

In the literature, Prony analysis is proposed for extracting the characteristics of an oscillatory decaying signal, which are the magnitude, phase angle, frequency, and damping factor of the signal. The accuracy of estimating these characteristics using Prony analysis highly depends on the appropriate selection of fitting parameters, which varies for different oscillatory signals [53]. In the other hand, with Prony analysis there is no prior knowledge on the frequency of the oscillatory signal, meaning that it is the Prony analysis responsible for finding the frequency of the damping oscillations. Accordingly, for each oscillatory signal an extra task of finding proper values for the fitting parameters is required.

However, in the proposed methodology, damping characteristics of the modes are not required, as the similarity of two signals is evaluated only in terms of the similarity of magnitudes and phase angles of the same oscillatory modes. This means that the aim is to look for the same frequencies in all generators, since it is clear that coherent generators reveal the same low frequency modes. If calculation of frequency is integrated with the calculation of magnitude and phase angle of the oscillatory signals, a small change in the phase angle may affect the estimation of the frequency as well. Therefore, making these comparisons is not highly reliable if Prony analysis is used to estimate the magnitude and phase angle of oscillatory signals.

In the following example, the speed signals of generators 2 and 3 in Case 1 are examined. As shown in Fig. 19 these two generators reveal highly similar speed variations and therefore they are highly coherent. Prony analysis is applied to these two signals using three common methods, i.e. classic, least square (LS), and total least square (TLS) [54]. Figs, 20 to 22 present magnitudes and phase angles of the low-frequency modes extracted by Prony analysis.

**Fig. 19.** Speed signals of generators 2 and 3 in Case 1

**Fig. 20.** Modes obtained by TLS Prony analysis, (a) magnitude, and (b) phase angle

**Fig. 21.** Modes obtained by LS Prony analysis, (a) magnitude, and (b) phase angle

**Fig. 22.** Modes obtained by classic Prony analysis, (a) magnitude, and (b) phase angle

As it can be seen from Figs. 20 to 22, Prony analysis is not always capable of extracting the characteristics of the signals accurately. These figures clearly show dissimilarity between magnitudes and
phase angles of the two generators 2 and 3, although the speed of these generators are similar as shown in Fig. 19.

However, by applying DFT to the above speed signals (which is done in the proposed methodology) the magnitudes and phase angles of low frequency oscillations (below 1 Hz) will be obtained as shown in Fig. 23. It can be seen that more frequencies below 1 Hz are examined by DFT. More importantly, Fig. 23 shows a very high similarity of magnitudes as well as phase angles compared to Prony analysis results shown in Figs. 20 to 22, demonstrating the better performance of DFT over Prony analysis in terms of same-frequency-based comparison applications.

**Fig. 23.** Modes obtained by DFT, (a) magnitude, and (b) phase angle

### 3.3.2. Performance Comparison with Other Clustering Methods

In the literature, several clustering algorithms have been proposed for clustering the generators of a power system. As stated in Section 1, DBCXV has advantages over other methods which make it more suitable for coherency evaluation. To show the efficacy of DBCXV, a performance comparison between the results of DBCXV and the results of applying KM, FCM and PAM has been provided here. In doing so, all KM, FCM, and PAM algorithms have been coded in MATLAB environment and have been applied to both cases simulated in Sections 3.1 and 3.2. It has to be noted that, KM, FCM and PAM are iteration-based algorithms and use random selection in their first iteration. This means that their solution is not always correct nor fixed and therefore it is advised to run them multiple times to find the best solution. Moreover, KM, FCM and PAM algorithms need to have a prior assumption on the number of clusters. Besides, although there have been extra techniques, such as subtractive clustering algorithm, for proper selection of cluster centers in the first iteration of these algorithms as well as proper determination of number of clusters, here the focus is on the clustering algorithms themselves and no preprocessing step is considered.

Table 3 details the results of 5000 runs carried out for both cases using KM, FCM and PAM algorithms. The number of clusters in cases 1 and 2 has been set on 3 and 9 respectively for all three algorithms since these algorithms need a prior assumption on the number of clusters. As it can be seen, in case #1 all algorithms could find the correct solution in less than 40% of runs. This get worse in case #2 where the
best performance is achieved by the PAM algorithm (only 2% of runs led to the correct solution). This comparison demonstrates that using traditional clustering algorithms for the problem of online measurement-based coherency evaluation could lead to erroneous results, while the proposed DBCXV algorithm has successfully overcome the disadvantages of these algorithms and has effectively found the correct solution.

Table 3. Comparison between the results obtained by other clustering methods

4. Conclusion

In this paper, a new approach for coherency evaluation in power systems was presented. In the proposed approach, low-frequency modes including inter-area and local modes were selected to form a complex vector for each generator. Then, the correlation coefficients between each pair of complex vectors were considered as data points in the complex plane. In addition, a new density-based unsupervised learning approach was introduced in the paper for clustering the complex vectors of generators. The new clustering approach, which is called DBCXV, not only is suitable for the problem of the paper, but it can be applied to other problems where clustering of complex vectors is required. The results of applying the proposed approach on two cases showed that it can evaluate the coherency between generators and discover clusters of coherent generators fast and accurately, which makes it suitable for online applications.

References


Diaz, E.O. Paternina, M.R. - ed Learning Approach for ms Research


[50] Power System Toolbox (PST), available online at https://sites.esce.rpi.edu/~chowj/PST_2020_Aug_10.zip


Table List

Table 1. Generator grouping scheme obtained in Case 1

<table>
<thead>
<tr>
<th>Group No.</th>
<th>Generators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 15</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 2. Generator grouping scheme obtained in Case 2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4, 5, 6, 7, 8</td>
<td>4</td>
<td>2, 3</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>11, 12</td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>15, 16</td>
<td>6</td>
<td>9</td>
<td>9</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 3. Comparison between the results obtained by other clustering methods

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Case #1</th>
<th>Case #2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total No. of runs</td>
<td>No. of runs with the correct solution</td>
</tr>
<tr>
<td>KM</td>
<td>5000</td>
<td>2000</td>
</tr>
<tr>
<td>FCM</td>
<td>5000</td>
<td>803</td>
</tr>
<tr>
<td>PAM</td>
<td>5000</td>
<td>422</td>
</tr>
</tbody>
</table>
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In response to a disturbance, generators reveal different variations in their speed signals. Magnitude and phase angle of modes existed in speed signals variations are extracted using DFT. Complex correlation coefficient between each pair of frequency spectrums are calculated and are mapped to several complex planes for clustering using an iterative density-based method. According the clusters identified using the proposed method and on the basis of excited modes, power system can be virtually partitioned for wide-area control settings and actions.
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