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In this article, for Load Frequency Control (LFC) in power system an improved sine-cosine algorithm is 
proposed with 2-DOF-PID controller. To facilitate the inspection, a multi-area test system (three area) has 
been developed. Additionally, several physical restrictions have been taken into account while investigating 
practical power system analysis. For every scenario considered for the experiment, the suggested approach has 
been employed as the optimizer of parameter of the controller of LFC. 2-DOF-PID controllers has the ability 
to quickly reject disturbances without noticeably increasing overshoot in set point tracking, have been utilised 
as the controller of LFC. The PIDF and FOPID controllers has been compare with 2-DOF-PID controller to 
evaluate the usefulness of it. The simulation results of SCA, SSA, ALO, and PSO are some of the algorithms 
with which of the proposed modified algorithm were compared, in three distinct scenarios: disturbance in three 
areas, disturbance in two areas, and the final scenario with physical restrictions. Wilcoxon Sign Rank Test 
(WSRT) has been use for the statistical analysis and 20 separate times was carried out in order to further prove 
the supremacy of the suggested strategy. 

1. Introduction

The primary goal of the contemporary power system is to 
deliver a consistent and dependable power supply. This is 
possible when the balance between power demand and 
generation is preserved. One crucial factor that helps determine 
the balance between supply or generation and demand is 
frequency. The relationship between frequency and load is 
negatively correlated. Therefore, if frequency is more than its 
scheduled value, it means that the load is less than the 
generation, and if it is lower than its actual value, it means that 
the load is greater on the system than the supply. It is crucial to 
keep the frequency at its set value, which may be done using a 
method called Load Frequency Control (LFC) [1]. LFC is 
primarily in charge of keeping frequency drift within allowable 
bounds. Additionally, it keeps the tie-line power drift across 
multi-area systems at a tolerable level. The mechanical input to 
the power generator is used to balance the supply and demand 
for energy, and the LFC regulates this input in accordance with 
the demands. The LFC essentially does the following:  

• Minimize the transient response and time error, as well as
Nullify the steady state frequency error resulting by a step
load fluctuation;

• Provides the emergency requirement of power in any region
by the other areas;

• Eliminated the immobile variation in tie-line power due to
step load retribution to zero.

A details study of the LFC for the conventional system is given in 
the [2]. Various type of power system like single area system, two 
area system with thermal system, two area with thermal hydro, 
and three area system has been discussed. Also, different control 
strategies like classical control approaches, optimal control 
approaches, adaptive and self-tuning approaches has been 
discussed by the author but all these approaches have some 
drawback which leads to soft computing techniques based 
approach.  A  PSO based controller is designed by Shayeghi for 
the LFC of a the three area system in [3]. The design of PID 
controllers with various tuning method for LFC in past, present, 
and its challenges is discusses by Hote and Jain [4].  
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In [5] a PID controller designed using PSO for the two 
area system has been discussed. Gravitational search 
Algorithm based PID controller has been suggested by R. 
sahu for a two area thermal system having nonlinearity of 
GRC for both turbine and compression of the various 
performance index ITAE, ITSE, ISE, IAE has been show in 
which ITAE give better performance [6]. ALO base PI 
controller has been suggested in [7] for the interconnected 
three area power system where a compression is shown 
between ALO, PSO and genetic algorithm in which ALO 
perform better for this system. A fuzzy based controller has 
been discuss for the two area power system with and 
without GRC in [8]. Sahu et al. suggested 2-DOF-PID 
controller for a two area system having GDB [9]. Latif et 
al. has reviews the history of the use of the fractional order 
controller for the LFC in [10]. It is found in [10] the various 
type of fractional type of the controller like FOI, FOPI, 
FOPID, FOPIDN, TID, FOPDPI etc. has been use by the 
researches but among then FOPID is most used fractional 
order controller. Taher et al. used FOPID controller based 
of imperislist competitive algorithm for the interconnected 
system and result are compare with PID controller outcome 
to prove its robustness [11]. Similarly, in [12-14] FOPID 
has been used for various type of power system and result 
of the of controller has been compare with some others 
controller where FOPID controller perform better. 
Jagatheesan has compare various type of objective function 
for different type of the power system [15]. Salp swarm 
based PID controller is designed for a hybrid power system 
and various objective function has been compare where 
ITAE is giving better result [16]. The slap swarm algorithm 
has been used in the [17-19] as the optimization techniques 
for the LFC controllers. The Ant-lion optimizer algorithm 
has been used in [20,21], as the LFC controller optimizer 
for different type of the power system in the resent time.  In 
the resent time Sine cosine algorithm has been widely used 
in LFC for the controller parameter optimizer as shown in 
[22–25]. 

According to the literature review, the researchers who 
studied LFC mostly concentrated on three things: building 
a new controller, suggesting novel optimization strategies 
and modelling various varieties of power system. The SCA 
is a freshly established algorithm that has been used to 
address many technical problems. SCA, however, 
experiences delayed convergence and is prone to stalling in 
local optima. SCA is enhanced for increased performance, 
and the LFC controller's controller is tuned using the 
Improved SCA (ISCA) approach. The 2-DOF-PID 
controller controlled 3-area system having physical restrain 
has been planned and LFC implemented using  ISCA. The 
objective function employed in this study is ITAE, and by 
minimising ITAE, several transient parameters have been 
improved. 

The statistical analysis has been done to further 
establish the suggested method's superiority. Each 
technique has been performed 20 times in total for the 
statistical analysis. In this instance, the Wilcoxon Sign 
Rank Test (WSRT) employed to execute statistical 
analysis which is a sign test in which the signs +, -, and ≈ 
denote the superior, inferior, and equal with respect to the 
comparable one. 

The following is a description of the proposed work's 
contributions: 
• Three-area test systems are modelled and taken into

account for case studies;
• The suggested method's superiority has been demonstrated

by comparisons with the original SCA, ALO, SSA, and
PSO utilising both unimodal and multimodal benchmark
functions;

• Statistical analysis and WSRT is performed for each
benchmark function with proposed method;

• The performance of three different controller types-PID, 2-
DOF-PID, and FOPID-is assessed;

• The LFC controller variables are tuned using the suggested
ISCA, and the effectiveness is then assessed against that of
a few other recently established algorithms, including SCA, 
ALO, SSA, and PSO;

• In order to get at the conclusive conclusions, statistical
analysis and WSRT are used for the first time in the
research of LFC;

• Investigations have been done on the effect that physical
limitations have on system performance.

The remaining sections of the article are organized as follows. 
In Section 2, the recommended power system is displayed. 
Section 3 gives details on the suggested controller. Section 4 
provides more information on the suggested optimization 
method. In Section 5, the term ``problem formulation" is 
defined. Section 6 discusses the findings, and Section 7 provides 
a summary of the conclusions. 

2. Proposed power system

It is possible to create a balance between production and 
demand of electric power by maintaing the frequency at its 
nominal value so that there should not be any drift in the 
frequency. Two control loops are used in LFC which are 
primary and secondary. Primary loop work locally and give 
fast response but can’t be able to bring back drift in 
frequency to zero. Hence, we required a secondary loops 
which will bring back frequency deviation to zero The LFC 
of a three-area interconnected thermal power system is taken 
into consideration and given in the current planned study. 
The three areas under consideration each have a thermal 
power system of identical size, and tie lines connect them all. 
The speed governor, turbine, power system (Generator), and 
speed regulator are the main components of the thermal 
power system. 

The transfer function of speed governor component is 
given as 1

1 gsT
 
  + 

The below equation show the input and 

output of speed governor which consisted of two input i.e., 
Pref∆  and F∆ and one output ( )P sG∆ .

( ) ( ) ( ) 1
1G ref

g

F s
P s P s

R sT
 ∆ 

∆ = ∆ −    +  
. 

The transfer function of turbine is given as: 

( ) 1

1
G sT sTt

=
+

and transfer function of the generator and load is given as: 
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Figure 1. Block diagram layout of three area power system. 

( )
1

KPG sP sTP
=

+
. 

In LFC each area will get three input and give two 
outputs. Pref∆  load disturbance ∆𝑃𝑃𝐷𝐷 and Ptie∆ are the three

inputs where F∆ and ACE (Area control error) are two 
outputs. ACE is given as:  

tieACE B F P= ∆ + ∆ , 

where B  is the frequency bias parameter. 
Figure 1 depicts a transfer function model of a three-

area interconnected power system and Appendix 1 lists 
the nominal values of the power system parameters as 
show in [9]. Each power generating unit manages its own 

load demand during nominal loading conditions and keeps 
the power system parameter within the allowed range. 
Performance of the system was impacted by time domain 
specification values (damping oscillation, significant 
peak over and under shoot with long settling time) during 
periods of swift load demand. The secondary controller 
must be properly designed and implemented in order to 
consistently provide high-quality power to all users.  

3. The suggested controllers
Many different PID controller variations have been 
employed by the researcher for a long time, as shown by 
the literature review. The main reason for this is that it is 
straightforward and capable of producing outcomes that  
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Figure 2. Block diagram layout of 2-DOF-PID controller. 

can be relied upon. Due to its capacity to quickly reject 
disturbances without significantly increasing overshoot in 
set point tracking, the 2-DOF-PID controller, a very 
powerful variant of the PID controller, is considered as the 
LFC controller in this study [9,26]. The DOF, or degree of 
freedom, refers to how much of a closed loop transfer 
function may be handled in a control system with clarity. 
Figure 2 depicts the fundamental layout of this controller, 
which features two distinct loops. The controller is given 
two inputs, one of which is a reference and the other of 
which is the system's output. The controller uses the error 
signal created by the difference between these two signals 
to create the controller output signal, which is composed of 
proportional, integral, and derivate components according 
to weight. Eq. (1) illustrates the 2-DOF- PID's 
mathematical formulation. 

( ) ( ) ( ) ( )( )PU s K PW R s Y s= −

( ) ( )( )
1

i dK K s
R s Y s

s Ns
+ − +

+
( ) ( ) ( )( )YDW R s s− . (1) 

R(s) and Y(s) are two input signals in the above formula, 
where R(s) is a reference and Y(s) is the system's output. 
The weights for the proportional, integral, and derivative 
are KP, Ki, and Kd respectively. The filter coefficient is N, 
and the controller output is. The set point weights on the 
proportional and derivative sections, respectively, are PW 
and DW in the equation. 

4. The techniques projected for optimization
4.1. Sine-cosine optimization 

The SCA algorithm was recently devised by Seyedali 
Mirjalili [27,28]. It is a stochastic population-based 
optimization approach that draws inspiration from the sine 
and cosine mathematical functions. This approach utilizes 

cyclic space create due to the mathematical model of sine 
and cosine for the search agent to amend their position 
while the equations for changing positions are given in Eqs. 
(2) and (3): 

( )1
1 2 3sinn n n n

j j j jY Y a a a P Y+ = + × − ,    (2) 
( )1

1 2 3cosn n n n
j j j jY Y a a a P Y+ = + × − . 

   (3) 
nYj is current while 1nYj

+ are the next positions of the
solution in the in the jth domain of the nth iteration. In the 
equation above a1, a2, and a3 are the arbitrary numbers and 
represent the algorithm's major parameters. The endpoint 
point in the jth-dimension is n

jP . Another parameter, a4 is 
used to link the above equations. The algorithm will select 
one of the equations for updating the position of the 
investigating agent depending on the value of this parameter, 
which can be any number in the range [0, 1]. It is also 
provided in Eq. (4): 

( )
( )

1
 if 

 if 

n n n
j 1 2 3 j j 4n

j n n n
j 1 2 3 j j 4

Y + a sin a × a P -Y a < 0.5
Y

Y + a cos a × a P -Y a < 0.5
+ =



 (4) 

The subsequent position province that may be between the 
target and another will be determined by the parameter 1a . 
This parameter's goal is to balance this optimizer's 
exploitation and exploration, and its value may be 
calculated using the Eq. (5): 

1
ba b n
N

= − , (5) 

N stands for the total iteration, b stands for the maximum 
number of iterations, and n represents the current iteration.  
      The parameter a2 determines whether the search agent will 
travel in the direction of the global optima or moving elsewhere. 
The better outcome is attained by taking into account that the 
range of a2 is between [-2 and 2], whereas [0, 2π] is the range of 
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sine and cosine functions. The goal of parameter a3 is to 
emphasise the target and will have any random value. It will 
stochastically emphasise the destination if it is more than 1 and 
vice-versa for less than 1. 

4.2. Improved Sine-Cosine algorithm 
Although in managing the real-time problems, SCA is quite 
competent of, there is still room for improvement in the 
algorithm, which would increase convergence rates, the 
capacity to not catch in neighboring optima, and the ability to 
strike a balance between exploration and exploitation. The 
updating strategy of its search agents is the cause of the 
aforementioned limitations of classical SCA. In the SCA, the 
majority of the search agents are directed toward the global 
optima and occasionally become stuck in the local optima, 
where they converge prematurely to the local optima. To 
address this, a novel strategy is shown here that primarily uses 
SCA/best-target (illustrated in Eqs. (6) and (7)) and SCA/rand-
target to update the search agent's position (as shown is Eqs. (8) 
and (9)). The SCA's best-target search agent will help searchers 
go toward their current best position and conduct local searches 
close to the best search agent, which will intensify their quest 
for a solution. On the other hand, the SCA's random-target 
search agent will direct the search agents toward any point, 
leading to a greater exploration of the search space. The means 
from both schemes are merged in the following phase, as 
indicated in Eq. (10), and the resulting value is used to establish 
the new search agent. The suggested change to SCA will ensure 
that there is an implied balance between exploration and 
exploitation. Additionally, the algorithm's parameters will be 
lowered from its previous 4 to just 3. Eqs. (11), (12), and (13) 
demonstrate how these three parameters' values are determined, 
respectively. 

( )1 1 2 3sinn n n
best rand jY Y a a a Y Y= + × − , (6) 

( )2 1 2 3cosn n n
best rand jY Y a a a Y Y= + × − , (7) 

( )3 1 2 3sinn n n
rand best jY Y a a a Y Y= + × − , (8) 

( )cos4 1 2 3
n n nY Y a a a Y Yjrand best= + × − , (9) 

( )1 , , ,1 2 3 4
nY Mean Y Y Y Yj
+ = , (10) 

11
b

a b
N

= −
 
 
 

, (11) 

( )2 0,12a randπ= × × , (12) 

( )2 0,13a rand= × , (13) 
where n is the current iteration, b is a constant with a value of 2, 
the maximum iterations is N, and rand (0,1) stands for an 
arbitrary number generator which will be a number between 0 
and 1. 

Figure 3 displays the flow chart for the ISCA. The 
initialization, iteration, and termination phases make up the 
majority of the algorithm's steps. The algorithm will initialize 
the parameters like first set of search agents(solution), the 
number of search agents (c), the maximum number of iterations 
(N), number of variables to be tuned (d) with their lower (lb) 
bound and upper (ub). By averaging the four search agents 

produced by the suggested search strategies. The second phase 
will produce a single new search agent. The best agent thus far 
acquired will be chosen as the optimization problem's solution 
in the last phase. 

4.3. Performance evaluation of the proposed approach 
For the evaluation of the suggested techniques 13 standardized 
unimodal and multimodal benchmark functions is used; on the 
basis of which the supremacy of the suggested method is 
verified. For each benchmark function, each algorithm is 
independently executed 20 times. The aim of the optimization 
technique is to get the minimum value of the fitness value 
which will result into the most optimal solution of the 
problem. Table 1 displays the mean and standard deviations of 
fitness value for all the benchmark functions for the proposed 
and other algorithms. The technique which will attend the least 
average value of the fitness value will be considered better 
method compere to the other. The convergence curve 
comparison of PSO, SSA, SCA, ALO, and ISCA for various 
benchmark functions is shown in Figures 4 to 16. The 
convergence curve shows the value of the objective 
function(fitness value) versus the computation time during the 
minimization of the objective function. From the Figures 4 to 
16  and Table 1 it can be observed that ISCA outperforms other 
approaches in seven functions (𝐹𝐹1,𝐹𝐹2,𝐹𝐹3,𝐹𝐹4,𝐹𝐹7,𝐹𝐹10,𝐹𝐹11,) 
whereas PSO outperforms other methods for (𝐹𝐹6,𝐹𝐹8,𝐹𝐹12) 
function, SCA outperforms other method for 𝐹𝐹9 function, SSA 
outperform other method for 𝐹𝐹5 and ALO outperforms other 
methods for 𝐹𝐹13 function, respectively. 
        Statistical analysis will be done for the further 
assessment of the superiority of the ISCA to other 
approaches. Wilcoxon Signed-Rank Test (WSRT) is the test 
which will be use for the statistical analysis. WSRT test is a 
nonparametric statistical test that compares two paired 
groups of data.  The goal of the test is to determine if two or 
more sets of pairs are different from one another in a 
statistically significant manner. The Wilcoxon signed rank 
test assumes that there is information in the magnitudes and 
signs of the differences between paired observations. 
Depending upon the differences between data it assigns the 
sign +, -, ≈ which show the superior, inferior, and equal with 
to the compared one. In Table 2 ISCA has been compared 
statistically with ALO, SCA, SSA and PSO. As we can see 
from the Table 2 all the above mention techniques are 
inferior to the proposed ISCA for most of the cases. 
       As a result, when compared to the other approaches 
reviewed in this research, the suggested strategy performs 
better than others. 

5. Objective function formulation
The main goal of LFC, if there is any interruption in the 
system is to (i) cancel out the frequency drift to zero (ii)  
The tie-line's exchange power is maintained at its scheduled 
value. The goal function for meeting the aforementioned 
objectives must be defined for each optimization issue in 
LFC. The goal function's frequency deviation and tie-line 
power deviation have been accumulated using a variety of 
criteria that have been presented in the literature. Among the 
objective function IAE, ISE, ITAE, and ISTE;  ITAE 
(Integral of Time multiplied Absolute Error) is most utilized 
objective function as shown in the literature review [6,16]. 
As a result, the test system's objective function will be 
chosen to ITAE. The LFC's ITAE will be provided as given 
in Eq. (14). 
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Figure 3. Flow chart of ISCA algorithm. 

Table 1. Mean and standard deviation of fitness value for each benchmark function for algorithms. 
ISCA SCA ALO SSA PSO 

Function Mean SD Mean SD Mean SD Mean SD Mean SD 

F1 8.752 E-
22 2.01E-21 6.02E-07 2.93E-06 3.89E-08 6.03E-08 7.84E-06 3.89E-05 5.81E-20 2.06E-18 

F2 2.72E-
13 3.67E-13 6.83E-08 2.16E-07 9.63E-02 2.35E-01 2.78E-02 0.5617 2.53E-10 3.30E-10 

F3 2.95E-
12 5.63E-11 1.2735 2.27168 4.42E-01 0.85962 5.92E-02 0.21321 0.003587 0.003801 

F4 2.34E-
08 1.29E-06 0.7462 1.8481 6.22E-03 0.007331 6.23E-03 0.00361 0.00327 0.00434 

F5 7.39926 0.6528 8.9341 0.49967 8.7351 0.5886 8.945 0.6529 8.8256 0.7781 
F6 2.03E-02 0.2554 7.18E-02 0.3487 2.35E-08 7.78E-07 8.62E-06 3.87E-05 8.73E-19 3.36E-18 
F7 0.00575 0.005612 0.00277 0.00262 0.006421 0.0761 0.006342 0.02276 0.00468 0.00281 
F8 -2682.92 243.391 -2143.37 174.9436 -2438.56 493.0532 -2834.64 432.86 -3678.06 195.846 
F9 3.7614 4.3712 1.6972 3.1295 19.721 9.8786 25.298 7.4172 14.107 7.622 

F10 3.00E-
14 6.42E-13 2.48E-07 5.47E-06 5.11E-05 9.16E-05 2.09E-02 2.09E-02 7.89E-09 4.28E-09 

F11 0.05471 0.063887 0.28418 0.29133 0.3314 0.3389 0.7381 0.6234 0.3437 0.3897 
F12 0.03619 0.02887 0.2487 0.06783 1.6931 2.2461 0.8167 1.7784 2.22E-18 3.39E-18 
F13 0.0997 0.0878 0.0422 0.08713 3.16E-03 0.00667 7.97E-03 0.00726 0.2237 0.2768 
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Figure 4. Convergence curve for F1 function. 

Figure 5. Convergence curve for F2 function. 

Figure 6. Convergence curve for F3 function. 

Figure 7. Convergence curve for F4 function. 

Figure 8. Convergence curve for F5 function. 

Figure 9. Convergence curve for F6 function. 

Figure 10. Convergence curve for F7 function. 

Figure 11. Convergence curve for F8 function. 

Figure 12. Convergence curve for F9 function. 

Figure 13. Convergence curve for F10 function. 

Figure 14. Convergence curve for F11 function. 

Figure 15. Convergence curve for F12 function.
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Table 2. Wilcoxon signed rank test result on uni-model and multi-model function. 

Algorithms 
Functions 

𝑭𝑭𝟏𝟏 𝑭𝑭𝟐𝟐 𝑭𝑭𝟑𝟑 𝑭𝑭𝟒𝟒 𝑭𝑭𝟓𝟓 𝑭𝑭𝟔𝟔 𝑭𝑭𝟕𝟕 𝑭𝑭𝟖𝟖 𝑭𝑭𝟗𝟗 𝑭𝑭𝟏𝟏𝟏𝟏 𝑭𝑭𝟏𝟏𝟏𝟏 𝑭𝑭𝟏𝟏𝟐𝟐 𝑭𝑭𝟏𝟏𝟑𝟑 
SCA − − − − ≈ − − ≈ + − − − − 
ALO − − − − ≈ + − + − − − − + 
SSA − − − − ≈ ≈ − + − − − ≈ + 
PSO − − − − ≈ + − + − − − + − 

Figure 16. Convergence curve for F13 function. 

. .1 0 1
tNA NAsimJ ITAE f P t dti tiei j i j

j i

∑ ∑= = ∆ + ∆∫= = −
≠

 
 
  
 

. (14) 

The accumulative fluctuation in tie-line power is shown by 
Ptiei j

∆
−

, f∆  is drift in each region frequency, and tsim is the 

simulation time period in Eq. (14). The constraint on the 
problem is the controller parameter boundary. By 
minimizing the objective function, the objective of the LFC 
can be achieved. So, the techniques which will get the least 
value of the objective function will give the best result.  

Hence, the design problem may thus be described as an 
optimization problem:   

Minimize J 

For PID controller 

min maxP P PK K K≤ ≤ ; 
min maxi i iK K K≤ ≤ ; 

min maxd d dK K K≤ ≤ ; min maxN N N≤ ≤ . 

For FOPID controller: 

min maxP P PK K K≤ ≤ ;
min maxi i iK K K≤ ≤ ;

min maxd d dK K K≤ ≤ ; min maxµ µ µ≤ ≤ ; 

min maxλ λ λ≤ ≤ .

For 2-DOF-PID controller: 

min maxP P PK K K≤ ≤ ;
min maxi i iK K K≤ ≤ ;

min maxd d dK K K≤ ≤ ; min maxN N N≤ ≤ ; 

min maxb b b≤ ≤ ; min maxc c c≤ ≤ . 

6. Results and discussions
Numerous simulation studies have been conducted on the 

test system to identify the appropriate combination of the 
proposed algorithm and controller for a better result. 
Distinct kinds of research have been taken into 
consideration for this objective. Additionally, WSRT, the 
techniques for the statistical analysis have been used to 
indicate the approach that is inferior (-), superior (+), or 
equivalent (≈) to the suggested ISCA method for statistical 
evaluation of these techniques. Various controllers have 
been compared in Subsection 6.1 (Scenario 1) to determine 
which controller is best for the remaining research. 
Disturbances are provided in two areas in Subsection 6.2 
(Scenario 2), and various algorithms have been evaluated 
as controller parameter optimizer and statistical analysis is 
performed for this section. Similar to Subsection 6.3, where 
disturbance is applied to all three areas (Scenario 3), several 
algorithms have again been compered as controller 
parameter optimizer, and statistical analysis has been 
utilized to determine which approach is best. The test 
system was regarded to include nonlinearities such GRC, 
GDB, and commutation delay in the final subsection 
(Scenario 4). Various algorithms were once again compered 
as controller parameter optimizer, and statistical analysis 
was conducted to determine the best algorithm. 
6.1. Exhaustive inspection among controller 
The literature review reveals that the PID controller variation 
are the preferred controller for implementation of proposed 
technique in LFC. 2-DOF-PID controller, fractional order 
PID controller (FOPID) and PID controller with filter (PIDF) 
are the three most popular controllers variation of PID 
controller. In order to discover the best controller for the 
current study, these controllers were first compared for the 
test system under consideration (an unequal three area 
system). In areas 1 and 2, a disturbance of 2% has been 
applied. The values of these controllers' parameters are listed 
in Table 3 after these parameters were optimized using the 
ISCA approach. Figure 17 depicts the tie-line power, 
frequency drift, and convergence curve of various controllers 
for this case. The LFC performance metric for these 
controllers is shown in Table 4. Therefore, it is evident from 
Table 4 and Figure 17 that the PIDF and FOPID are 
underperforming to 2-DOF -PID controller since it obtained 
least value of objective function and converges more quickly. 
Additionally, it has a minimum undershoot and lesser settling 
time for the frequency deviation and tie-line power. Hence 
the 2-DOF- PID controller has been adopted as the LFC 
controller for further research due of its benefits over other 
controllers.
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Table 3. Parameter value of different controller tuned with ISCA. 

Controller Parameter value ITAE Area-1 Area-2 Area-3 

2 DOF PID 

𝑘𝑘𝑝𝑝1 = 1.9868 
𝑘𝑘𝑖𝑖1 = 1.9725 
𝑘𝑘𝑑𝑑1 = 0.5204 
𝑛𝑛1 = 121.23 
𝑏𝑏1 = 0.2744 
𝑐𝑐1 = 0.006479 

𝑘𝑘𝑝𝑝2 = 0.20477 
𝑘𝑘𝑖𝑖2 = 2 

𝑘𝑘𝑑𝑑2 = 2.6058 
𝑛𝑛2 = 9.4946 
𝑏𝑏2 = 2.2531 
𝑐𝑐2 = 0.00045 

𝑘𝑘𝑝𝑝3 = 1.4549 
𝑘𝑘𝑖𝑖3 = 0.72517 
𝑘𝑘𝑑𝑑3 = 0.5801 
𝑛𝑛3 = 23.4847 
𝑏𝑏3 = 0.29992 
𝑐𝑐3 = 0.1185 

ITAE=0.05626 

FOPIDF 

𝑘𝑘𝑝𝑝1 = 1.613 
𝑘𝑘𝑖𝑖1 = 1.859 
𝑙𝑙1 = 1.001 

𝑘𝑘𝑑𝑑1 = 0.62165 
𝑚𝑚1 = 1.2036 

𝑘𝑘𝑝𝑝2 = 0.04458 
𝑘𝑘𝑖𝑖2 = 1.3358 
𝑙𝑙2 = 1.0048 

𝑘𝑘𝑑𝑑2 = 0.93426 
𝑚𝑚2 = 0.06947 

𝑘𝑘𝑝𝑝3 = 1.5125 
𝑘𝑘𝑖𝑖3 = 0.16259 

𝑙𝑙3 = 0 
𝑘𝑘𝑑𝑑3 = 1.8401 
𝑚𝑚3 = 1.6714 

ITAE=0.06903 

PID 

𝑘𝑘𝑝𝑝1 = 0.6652 
𝑘𝑘𝑖𝑖1 = 0 

𝑘𝑘𝑑𝑑1 = 0.1763 
𝑛𝑛1 = 199.8 

𝑘𝑘𝑝𝑝2 = 1.999 
𝑘𝑘𝑖𝑖2 = 1.999 
𝑘𝑘𝑑𝑑2 = 1.142 
𝑛𝑛2 = 199.78 

𝑘𝑘𝑝𝑝3 = 2 
𝑘𝑘𝑖𝑖3 = 1.6447 
𝑘𝑘𝑑𝑑3 = 0.9859 
𝑛𝑛3 = 63.1186 

ITAE=0.1034 

Table 4. Transient parameter of LFC for controllers for Scenario 1. 
Controller 

2-DOF-PID FOPID PID 
∆𝑭𝑭𝟏𝟏 Maximum deviation -0.008648 -0.0135 -0.01753 

Settling time 6.295 7.765 8.619 

∆𝑭𝑭𝟐𝟐 Maximum deviation -0.006594 -0.01228 -0.0142 
Settling time 4.739 6.445 6.63 

∆𝑭𝑭𝟑𝟑 Maximum deviation -0.007859 -0.00173 -0.00245 

Settling time 4.447 6.655 6.972 

∆𝑷𝑷𝟏𝟏−𝟐𝟐 Maximum deviation −16.53 × 10−5 −45.92 × 10−5 −53.77 × 10−5 
Settling time 8.265 9.133 9.993 

∆𝑷𝑷𝟐𝟐−𝟑𝟑 Maximum deviation −7.311 × 10−5 −27.87 × 10−5 −41.47 × 10−5 
Settling time 7.993 8.997 9.898 

∆𝑷𝑷𝟑𝟑−𝟏𝟏 Maximum deviation 20.15 × 10−5 64.67 × 10−5 85.72 × 10−5 
Settling time 4.997 6.652 7.991 

6.2. Exhaustive inspection among optimization techniques 
when disturbances are in two area 

In this phase, ISCA is used to fine-tune the controller 
parameters in order to verify the applicability of the 
suggested method. When a 2% disturbance has been 
delivered to both area-1 and area-2, the test system is 
simulated with 2-DOF-PID controller. The outcomes are 
contrasted with a few recently popular algorithms, 
including PSO, SSA, SCA, and ALO. In Table 5, the 
controller parameter's value is listed with all the above 
mention algorithm. Transient reactions of the test system 
and the convergence curve are shown in Figure 18. Plotting 
the ISCA convergence curve against the SCA, ALO, SSA, 
and PSO reveals that ISCA converges more quickly and 
achieves the lowest objective function (ITAE value). The 
transient metrics of the LFC for various algorithms in this 
situation are shown in Table 6. As it can been seen  that  

ISCA have least value of settling time, minimum peak 
undershoot compare to other. As a result, it is clear from 
Figure 18 and Table 6 that ISCA outperforms all other 
optimization methods.  
     For the statistical analysis SCA, SSA, ALO PSO, and 
ISCA simulate the LFC controller parameters 20 times in 
total to more evaluate the effectiveness of ISCA in 
optimising the controller parameters. The mean and 
standard deviation of the ITAE for each approach are 
shown in Table 7. The ISCA achieves the lowest mean 
value of the ITAE when compared to other approaches. 
Additionally, WSRT has been used to evaluate these 
strategies statistically. Results of the Wilcoxon signed-rank 
test is shown in Table 8 for this case. It can see that all the 
technique are inferior to the ISCA. Hence it can be said that 
ISCA is better techniques to other for this test system in this 
scenario.  
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Table 5. Controller parameter with each algorithm for Scenario 2.
Algorithm PID controller  parameter value ITAE

Area-1 Area-2 Area-3
ISCA 𝑘𝑘𝑝𝑝1 = 2 

𝑘𝑘𝑖𝑖1 = 2 
𝑘𝑘𝑑𝑑1 = 2 
𝑛𝑛1 = 200 

𝑏𝑏1 = 4.5961 
𝑐𝑐1 = 0.5 

𝑘𝑘𝑝𝑝2 = 2 
𝑘𝑘𝑖𝑖2 = 2 
𝑘𝑘𝑑𝑑2 = 2 
𝑛𝑛2 = 200 
𝑏𝑏2 = 5 
𝑐𝑐2 = 0 

𝑘𝑘𝑝𝑝3 = 1.2038 
𝑘𝑘𝑖𝑖3 = 0 

𝑘𝑘𝑑𝑑3 = 1.9987 
𝑛𝑛3 = 181.43 
𝑏𝑏3 = 4.9979 
𝑐𝑐3 = 0.005652 

ITAE=0.018985 

SCA 𝑘𝑘𝑝𝑝1 = 1.9381 
𝑘𝑘𝑖𝑖1 = 2 

𝑘𝑘𝑑𝑑1 = 1.9287 
𝑛𝑛1 = 111.97 
𝑏𝑏1 = 2.1224 
𝑐𝑐1 = 0.38428 

𝑘𝑘𝑝𝑝2 = 0.35707 
𝑘𝑘𝑖𝑖2 = 2 

𝑘𝑘𝑑𝑑2 = 0.8104 
𝑛𝑛2 = 111.84 
𝑏𝑏2 = 2.0047 
𝑐𝑐2 = 0.32901 

𝑘𝑘𝑝𝑝3 = 0.91383 
𝑘𝑘𝑖𝑖3 = 1.4298 
𝑘𝑘𝑑𝑑3 = 0.80135 
𝑛𝑛3 = 93.548 
𝑏𝑏3 = 1.0214 
𝑐𝑐3 = 0.288 

ITAE=0.02647 

ALO 𝑘𝑘𝑝𝑝1 = 1.2112 
𝑘𝑘𝑖𝑖1 = 1.3913 
𝑘𝑘𝑑𝑑1 = 0.61201 
𝑛𝑛1 = 80.69 
𝑏𝑏1 = 1.1812 
𝑐𝑐1 = 0.39736 

𝑘𝑘𝑝𝑝2 = 0.41567 
𝑘𝑘𝑖𝑖2 = 2 

𝑘𝑘𝑑𝑑2 = 0.72902 
𝑛𝑛2 = 200 

𝑏𝑏2 = 0.4079 
𝑐𝑐2 = 0.40261 

𝑘𝑘𝑝𝑝3 = 0.58772 
𝑘𝑘𝑖𝑖3 = 0 

𝑘𝑘𝑑𝑑3 = 0.54525 
𝑛𝑛3 = 171.59 
𝑏𝑏3 = 0 

𝑐𝑐3 = 0.09515 

ITAE=0.034557 

SSA 𝑘𝑘𝑝𝑝1 = 1.2208 
𝑘𝑘𝑖𝑖1 = 2 

𝑘𝑘𝑑𝑑1 = 1.642 
𝑛𝑛1 = 54.433 
𝑏𝑏1 = 4.5339 
𝑐𝑐1 = 0.46087 

𝑘𝑘𝑝𝑝2 = 0.34802 
𝑘𝑘𝑖𝑖2 = 2 

𝑘𝑘𝑑𝑑2 = 0.49874 
𝑛𝑛2 = 186.45 
𝑏𝑏2 = 1.378 
𝑐𝑐2 = 0.2794 

𝑘𝑘𝑝𝑝3 = 1.1609 
𝑘𝑘𝑖𝑖3 = 1.8442 
𝑘𝑘𝑑𝑑3 = 1.4132 
𝑛𝑛3 = 72.93 
𝑏𝑏3 = 0.25395 
𝑐𝑐3 = 0.25372 

ITAE=0.044409 

PSO 𝑘𝑘𝑝𝑝1 = 1.8655 
𝑘𝑘𝑖𝑖1 = 1.4277 
𝑘𝑘𝑑𝑑1 = 0.23492 
𝑛𝑛1 = 182.09 
𝑏𝑏1 = 0.1840 
𝑐𝑐1 = 0.12477 

𝑘𝑘𝑝𝑝2 = 0.3438 
𝑘𝑘𝑖𝑖2 = 1.8581 
𝑘𝑘𝑑𝑑2 = 0.56365 
𝑛𝑛2 = 148.67 
𝑏𝑏2 = 3.506 
𝑐𝑐2 = 0.08033 

𝑘𝑘𝑝𝑝3 = 0.97596 
𝑘𝑘𝑖𝑖3 = 1.2288 
𝑘𝑘𝑑𝑑3 = 0.3863 
𝑛𝑛3 = 130.09 
𝑏𝑏3 = 0.11731 
𝑐𝑐3 = 0.26697 

ITAE=0.088735 

Table 6. Transient metrics of the LFC for various algorithms for Scenario 2.
Algorithm

ISCA SCA SSA ALO PSO
∆𝑭𝑭𝟏𝟏 Maximum 

deviation -0.00597 -0.00623 -0.0132 -0.00902 -0.01771 
Settling time 5.617 8.723 8.931 8.923 9.173

∆𝑭𝑭𝟐𝟐 Maximum 
deviation -0.00521 -0.00863 -0.0011 -0.0132 -0.0139 

Settling time 9.315 12.72 14.82 13.91 15.13

∆𝑭𝑭𝟑𝟑 Maximum 
deviation -0.01339 -0.01349 -0.0221 -0.0164 -0.0231 

Settling time 10.73 11.31 14.92 13.42 15.01 

∆𝑷𝑷𝟏𝟏−𝟐𝟐 Maximum 
deviation −5.01 × 10−4 −10.23 × 10−4 −13.94 × 10−4 −13.23 × 10−4 −15.02

× 10−4 
Settling time 9.135 13.65 14.61 13.91 15.02 

∆𝑷𝑷𝟐𝟐−𝟑𝟑 Maximum 
deviation -0.00031 -0.00131 -0.00197 -0.0017 -0.00221 

Settling time 7.79 14.12 15.21 16.23 17.19 

∆𝑷𝑷𝟑𝟑−𝟏𝟏 Maximum 
deviation 0.00791 0.00163 0.00239 0.00231 0.00249 

Settling time 11.73 12.11 15.11 13.91 15.23 

Table 7. Fitness values comparison of different optimization techniques in Scenario 2 (values in bold shows 
best value). 

ISCA 
Mean± Std. Dev 

SCA 
Mean± Std Dev 

ALO 
Mean± Std.Dev 

SSA 
Mean± Std. Dev 

PSO 
Mean± Std. Dev 

Fitness value 
0.0231175 

± 
0.008800165 

0.031108 
± 

0.012946 

0.041118 
± 

0.016742 

0.068661 
± 

0.018436 

0.116889 
± 

0.017588 



      N. Kumar Gupta et al./ Scientia Iranica (2025) 32(1): 6574             11 

Table 8. WSRT results of different optimization techniques in Scenario 2. 
SCA ALO SSA PSO 

Fitness value − − − − 

Figure 17. Drift responses of all area frequency and tie-line and 
convergence curve of controllers for Scenario 1. 

Figure 18. Drift responses of all area frequency and tie-line and 
convergence curve of algorithms for Scenario 2. 
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6.3. Exhaustive inspection among optimization 
techniques when interruption is in each area  
In this segment, the improved sin-cosine algorithm has been 
used to optimize the controller parameter in order to verify 
its suitability. A 2% disturbance given to each section of the 
test system simulates the 2-DOF-PID controlled test system. 
Here, the results are contrasted with a few recently popular 
algorithms, including PSO, SSA, SCA, and ALO. Table 9 
lists the controller parameter values for various 
methodologies, and Figure 19 shows the test system's 
convergence curve and transient reactions. Plotting the ISCA 
convergence curve against the SCA, ALO, SSA, and PSO 
reveals that ISCA converges more quickly and achieves the 
lowest objective function (ITAE value). Table 10 lists the 
transient metrics for various methods in this situation. As it 
can been seen that ISCA have least value of settling time, 
minimum peak undershoot compare to other for the 
frequency and tie-line of each area. As a result, it is clear 
from Figure 19 and Table 10 that ISCA outperforms all other 
optimization methods.  
       For the statistical analysis ISCA, PSO, SSA, ALO, and 
SCA simulate the LFC controller parameters 20 times in total 
to further evaluate the effectiveness of ISCA in optimising 
the controller parameters. The mean and standard deviation 
of the ITAE for each approach are shown in Table 11. The 
ISCA achieves the lowest mean value of the ITAE when 
compared to other approaches. Additionally, WSRT has been 
used to evaluate these strategies statistically. Table 12 
presents the WSRT findings. It can see that all the technique 
are inferior to the ISCA. Hence it can be said that ISCA is 
better techniques to other for this test system in this scenario. 

6.4. Exhaustive inspection among optimization 
techniques with including physical restrain 

Test system has been modifies in this segment and several 
physical restrictions such as reheated turbine, GRC, 
communication delay and GDB takes into account. Since 
the practical power system exhibits this kind of 
nonlinearity, the modified system is very similar to the 
practical system after taking these constraints into 
account. As the complexity of power system in increasing 
with time in the deregulated environment communication 
time delay became a major challenge in LFC analysis. 
This time delay degrades the performance of power 
system and potentially causing the system to become 
unstable. Generation Rate Constant (GRC) imposes a 
realistic restriction on the generation of power systems 
due to the existence of thermal and mechanical 
limitations. Only if a power system includes a steam plant 
may power generation alter at a defined maximum pace. 
The Governor Dead Band (GDB) is the entire amount of 
continuous speed fluctuation under which the valve 
position stays optimum. GDB is typically represent by 
backlash type of non-linearity. To study the significance 
effect of aforesaid nonlinearity and to identify the stability 
of the system 1% of step  load  disturbance  enforced in  area-1. 

Figure. 19. Drift responses of all area frequency and tie-line 
and convergence curve of algorithms for Scenario 3. 
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Figure. 20. Drift responses of all area frequency and tie-line and 
convergence curve of algorithms for Scenario 4. 

Each area of the system has taken into account the 40 ms 
communication time, GRC of 3% pu, and GDB of 0.036 pu. For 
this 2-DOF-PID controlled system, the suggested algorithm and 
other algorithms have been examined, and the controller 
parameters using these methods are shown in Table 13. Figure 
20 shows the dynamic responses and convergence curve for this 
situation. The transient parameter is displayed in Table 14. The 
transient parameter, drift response and convergence curve all 
support the conclusion that the suggested ISCA technique has 
significantly higher tuning efficacy than existing techniques.  
     For the statistical analysis SCA, ALO, PSO, SSA, and ISCA 
simulate the LFC controller parameters 20 times in total to more 
evaluate the effectiveness of ISCA in optimising the controller 
parameters. The mean and standard deviation of the ITAE for 
each approach are shown in Table 15. The ISCA achieves the 
lowest mean value of the ITAE when compared to other 
approaches. Additionally, WSRT has been used to evaluate 
these strategies statistically. Results of the Wilcoxon signed-
rank test for this scenario is shown in Table 16. It can see that all 
the technique are inferior to the ISCA. Hence it can be said that 
ISCA is better techniques to other for this test system in this 
scenario.  

7. Conclusion
In this study an Improved SCA (ISCA) has been proposed as the 
tuning tool for the Load Frequency Control (LFC) controller of 
three area unequal power system. The projected scheme benefits 
from the exploration expertise of SCA/rand-target search agent 
and the exploitation expertise of SCA/best-target search agent, 
with maintaining a balance between exploitation and 
exploration. The 2-DOF-PID controller emerged as the superior 
one when certain controllers were first compared to one another 
for the test system under consideration. Additionally, this 
controller is employed as a load frequency controller for various 
analyses. For this test system, the tuning capability of ISCA is 
evaluated under some scheme like as disturbance in each areas, 
disturbance in two areas and the test system with various non-
linearity. Additionally, the ISCA's performance is contrasted 
with that of a few other promising algorithms. Additionally, 
statistical analysis has been used to test the usefulness of the 
suggested strategy in various settings. After assessment of the 
above result, it is concluded that the suggested method 
outperforms other approaches such as SCA, SSA,  PSO and 
ALO in terms of superior rate of convergence, obtain the 
smallest value objective function, minimal undershoot and 
smallest settling time. Therefore, it can be inferred that the 
recommended strategy might be used to address LFC issues that 
arise in the actual world. 
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Table 9. Controller parameter with each algorithm for Scenario 3. 

Algorithm 
PID controller parameters value 

ITAE 
Area-1 Area-2 Area-3 

ISCA 

𝑘𝑘𝑝𝑝1 = 2 
𝑘𝑘𝑖𝑖1 = 2 
𝑘𝑘𝑑𝑑1 = 2 
𝑛𝑛1 = 200 
𝑏𝑏1 = 5 
𝑐𝑐1 = 0.5 

𝑘𝑘𝑝𝑝2 = 2 
𝑘𝑘𝑖𝑖2 = 2 
𝑘𝑘𝑑𝑑2 = 2 
𝑛𝑛2 = 200 
𝑏𝑏2 = 5 
𝑐𝑐2 = 0.5 

𝑘𝑘𝑝𝑝3 = 2 
𝑘𝑘𝑖𝑖3 = 2 

𝑘𝑘𝑑𝑑3 = 1.9936 
𝑛𝑛3 = 181.43 
𝑏𝑏3 = 4.9979 
𝑐𝑐3 = 0 

ITAE=0.03691 

SCA 

𝑘𝑘𝑝𝑝1 = 1.5531 
𝑘𝑘𝑖𝑖1 = 2 

𝑘𝑘𝑑𝑑1 = 1.9374 
𝑛𝑛1 = 138.24 
𝑏𝑏1 = 4.6787 
𝑐𝑐1 = 0.47987 

𝑘𝑘𝑝𝑝2 = 0.75224 
𝑘𝑘𝑖𝑖2 = 1.9408 
𝑘𝑘𝑑𝑑2 = 1.8258 
𝑛𝑛2 = 87.025 
𝑏𝑏2 = 3.5846 
𝑐𝑐2 = 0.49496 

𝑘𝑘𝑝𝑝3 = 1.2895 
𝑘𝑘𝑖𝑖3 = 1.952 
𝑘𝑘𝑑𝑑3 = 1.8525 
𝑛𝑛3 = 187.43 
𝑏𝑏3 = 4.9864 
𝑐𝑐3 = 0.37147 

ITAE=0.05882 

ALO 

𝑘𝑘𝑝𝑝1 = 2 
𝑘𝑘𝑖𝑖1 = 2 

𝑘𝑘𝑑𝑑1 = 1.7106 
𝑛𝑛1 = 54.208 
𝑏𝑏1 = 4.0216 
𝑐𝑐1 = 0.5 

𝑘𝑘𝑝𝑝2 = 1.0883 
𝑘𝑘𝑖𝑖2 = 1.8389 
𝑘𝑘𝑑𝑑2 = 0.92595 
𝑛𝑛2 = 200 
𝑏𝑏2 = 0.2336 
𝑐𝑐2 = 0.0012 

𝑘𝑘𝑝𝑝3 = 2 
𝑘𝑘𝑖𝑖3 = 1.398 

𝑘𝑘𝑑𝑑3 = 0.52057 
𝑛𝑛3 = 200 
𝑏𝑏3 = 0 
𝑐𝑐3 = 0 

ITAE=0.1025 

SSA 

𝑘𝑘𝑝𝑝1 = 0.75943 
𝑘𝑘𝑖𝑖1 = 1.9979 
𝑘𝑘𝑑𝑑1 = 0.57757 
𝑛𝑛1 = 116.87 
𝑏𝑏1 = 4.99 

𝑐𝑐1 = 0.11099 

𝑘𝑘𝑝𝑝2 = 0.45169 
𝑘𝑘𝑖𝑖2 = 1.9994 
𝑘𝑘𝑑𝑑2 = 0.63028 
𝑛𝑛2 = 171.81 
𝑏𝑏2 = 0.10286 
𝑐𝑐2 = 0.35034 

𝑘𝑘𝑝𝑝3 = 1.7224 
𝑘𝑘𝑖𝑖3 = 1.9899 
𝑘𝑘𝑑𝑑3 = 0.42088 
𝑛𝑛3 = 156.79 
𝑏𝑏3 = 0.21609 
𝑐𝑐3 = 0.27511 

ITAE=0.08561 

PSO 

𝑘𝑘𝑝𝑝1 = 1.6624 
𝑘𝑘𝑖𝑖1 = 1.7113 
𝑘𝑘𝑑𝑑1 = 0.91464 
𝑛𝑛1 = 199.9 
𝑏𝑏1 = 1.4663 
𝑐𝑐1 = 0.41186 

𝑘𝑘𝑝𝑝2 = 0.24332 
𝑘𝑘𝑖𝑖2 = 1.2201 
𝑘𝑘𝑑𝑑2 = 1.2259 
𝑛𝑛2 = 141.16 
𝑏𝑏2 = 1.0349 
𝑐𝑐2 = 0.29421 

𝑘𝑘𝑝𝑝3 = 0.1.5073 
𝑘𝑘𝑖𝑖3 = 1.3607 
𝑘𝑘𝑑𝑑3 = 1.2048 
𝑛𝑛3 = 62.15 
𝑏𝑏3 = 1.2758 
𝑐𝑐3 = 0.24801 

ITAE=0.2753 

Table 10. Transient metrics of the LFC for various algorithms for Scenario 3. 
Algorithm 

ISCA SCA SSA ALO PSO 
∆𝑭𝑭𝟏𝟏 Maximum deviation -0.00593 -0.00612 -0.0073 -0.00913 -0.00153 

Settling time 7.42 8.32 7.83 14.42 14.92 

∆𝑭𝑭𝟐𝟐 Maximum deviation -0.00523 -0.00542 -0.00917 -0.00853 -0.0136 
Settling time 7.31 12.36 13.91 20 17.71 

∆𝑭𝑭𝟑𝟑 Maximum deviation -0.00611 -0.00613 -0.0083 -0.0125 -0.014 
Settling time 8.13 9.34 14.11 10.32 14.92 

∆𝑷𝑷𝟏𝟏−𝟐𝟐 Maximum deviation −0.62 × 10−4 −2.12 × 10−4 −5.21 × 10−4 −2.32 × 10−4 −4.97 × 10−4 
Settling time 10.31 13.52 13.72 14.11 19.74 

∆𝑷𝑷𝟐𝟐−𝟑𝟑 Maximum deviation -0.000012 -0.000045 -0.000067 -0.00012 -0.00017 
Settling time 4.22 9.321 11.91 12.91 19.63 

∆𝑷𝑷𝟑𝟑−𝟏𝟏 Maximum deviation −0.9 × 10−4 −1.12 × 10−4 −5.89 × 10−4 −4.23 × 10−4 −5.92 × 10−4 
Settling time 8.23 10.32 14.12 14.43 19.52 
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Table 11. Fitness values comparison of different optimization techniques in Scenario-3 (Values in bold shows best value).
ISCA 

Mean± Std. Dev 
SCA 

Mean± Std.Dev 
ALO 

Mean± Std.Dev 
SSA 

Mean± Std. Dev 
PSO 

Mean± Std. Dev 

Fitness  
value 

0.01433026 
± 

0.002703 

0.016443 
± 

0.003433374 

0.027976 
± 

0.006409 

0.021504 
± 

0.00409 

0.066433 
± 

0.011953 

Table 13. Controller parameter with each algorithm for Scenario 4. 

Algorithm 
PID controller parameters value 

ITAE 
Area-1 Area-2 Area-3 

ISCA 𝑘𝑘𝑝𝑝1 = 5.8949 
𝑘𝑘𝑖𝑖1 = 9.46219 
𝑘𝑘𝑑𝑑1 = 9.526902 
𝑛𝑛1 = 53.7972 
𝑏𝑏1 = 6.075843 
𝑐𝑐1 = 0.16406 

𝑘𝑘𝑝𝑝2 = 1.87254 
𝑘𝑘𝑖𝑖2 = 5.9328 
𝑘𝑘𝑑𝑑2 = 7.70743 
𝑛𝑛2 = 50.47483 
𝑏𝑏2 = 8.70567 
𝑐𝑐2 = 0.06931 

𝑘𝑘𝑝𝑝3 = 7.6226 
𝑘𝑘𝑖𝑖3 = 9.7457 
𝑘𝑘𝑑𝑑3 = 3.1165 
𝑛𝑛3 = 129.8511 
𝑏𝑏3 = 1.3083 
𝑐𝑐3 = 0.18791 

ITAE=2.729 

SCA 𝑘𝑘𝑝𝑝1 = 5.09944 
𝑘𝑘𝑖𝑖1 = 4.79296 
𝑘𝑘𝑑𝑑1 = 3.993 
𝑛𝑛1 = 86.3914 
𝑏𝑏1 = 3.62701 

𝑐𝑐1 = 0 

𝑘𝑘𝑝𝑝2 = 4.56491 
𝑘𝑘𝑖𝑖2 = 8.3516 
𝑘𝑘𝑑𝑑2 = 7.7609 
𝑛𝑛2 = 57.8992 
𝑏𝑏2 = 2.8328 
𝑐𝑐2 = 0.2083 

𝑘𝑘𝑝𝑝3 = 6.90364 
𝑘𝑘𝑖𝑖3 = 8.17205 
𝑘𝑘𝑑𝑑3 = 8.7362 
𝑛𝑛3 = 175.0415 
𝑏𝑏3 = 6.52147 
𝑐𝑐3 = 0.22287 

ITAE=3.4481 

ALO 𝑘𝑘𝑝𝑝1 = 2.6619 
𝑘𝑘𝑖𝑖1 = 6.94081 
𝑘𝑘𝑑𝑑1 = 4.9067 
𝑛𝑛1 = 45.222 
𝑏𝑏1 = 6.3337 
𝑐𝑐1 = 0 

𝑘𝑘𝑝𝑝2 = 0.68168 
𝑘𝑘𝑖𝑖2 = 1.76264 
𝑘𝑘𝑑𝑑2 = 2.84776 
𝑛𝑛2 = 50.9051 
𝑏𝑏2 = 0.00012 
𝑐𝑐2 = 0.0613 

𝑘𝑘𝑝𝑝3 = 3.22689 
𝑘𝑘𝑖𝑖3 = 8.7165 
𝑘𝑘𝑑𝑑3 = 4.24915 
𝑛𝑛3 = 85.599 
𝑏𝑏3 = 6.07698 
𝑐𝑐3 = 0.00179 

ITAE=3.2122 

SSA 𝑘𝑘𝑝𝑝1 = 5.81720 
𝑘𝑘𝑖𝑖1 = 7.810915 
𝑘𝑘𝑑𝑑1 = 6.0790 
𝑛𝑛1 = 55.92486 
𝑏𝑏1 = 4.4488 
𝑐𝑐1 = 0.19217 

𝑘𝑘𝑝𝑝2 = 2.13477 
𝑘𝑘𝑖𝑖2 = 4.10888 
𝑘𝑘𝑑𝑑2 = 7.4918 
𝑛𝑛2 = 79.5802 
𝑏𝑏2 = 8.21545 
𝑐𝑐2 = 0.12585 

𝑘𝑘𝑝𝑝3 = 4.291598 
𝑘𝑘𝑖𝑖3 = 6.57509 
𝑘𝑘𝑑𝑑3 = 6.49455 
𝑛𝑛3 = 119.1325 
𝑏𝑏3 = 4.9131 
𝑐𝑐3 = 0.28038 

ITAE=2.8918 

PSO 𝑘𝑘𝑝𝑝1 = 3.1957 
𝑘𝑘𝑖𝑖1 = 9.3822 
𝑘𝑘𝑑𝑑1 = 4.3081 
𝑛𝑛1 = 35.8053 
𝑏𝑏1 = 5.3555 
𝑐𝑐1 = 0.3906 

𝑘𝑘𝑝𝑝2 = 4.5849 
𝑘𝑘𝑖𝑖2 = 6.2750 
𝑘𝑘𝑑𝑑2 = 4.7443 
𝑛𝑛2 = 108.6032 
𝑏𝑏2 = 8.9004 
𝑐𝑐2 = 0.4003 

𝑘𝑘𝑝𝑝3 = 7.9975 
𝑘𝑘𝑖𝑖3 = 4.7693 
𝑘𝑘𝑑𝑑3 = 8.8635 
𝑛𝑛3 = 137.9072 
𝑏𝑏3 = 5.2329 
𝑐𝑐3 = 0.4884 

ITAE=4.0550 

Table 14. Transient metrics of the LFC for various algorithms for Scenario 4.
Algorithm

ISCA SCA SSA ALO PSO
∆𝑭𝑭𝟏𝟏 Maximum deviation -0.0217 -0.0262 -0.0261 -0.0261 -0.0291 

Settling time 23.42 26.15 25.19 27.56 27.12 

∆𝑭𝑭𝟐𝟐 Maximum deviation -0.0228 -0.0263 -0.0269 -0.0258 -0.0292 
Settling time 16.24 20.64 23.91 29.17 25.12 

∆𝑭𝑭𝟑𝟑 Maximum deviation -0.0278 -0.0296 -0.0308 -0.0302 -0.0328 
Settling time 16.61 18.48 20.53 28.47 26.89 

∆𝑷𝑷𝟏𝟏−𝟐𝟐 Maximum deviation -0.01221 -0.01379 -0.01380 -0.01479 -0.01481 
Settling time 31.15 34.31 38.45 35.61 38.45 

∆𝑷𝑷𝟐𝟐−𝟑𝟑 Maximum deviation 0.00688 0.00731 0.00736 0.0780 0.00755 
Settling time 32.87 35.15 37.83 36.43 39.15 

∆𝑷𝑷𝟑𝟑−𝟏𝟏 Maximum deviation 0.00618 0.00643 0.00642 0.0078 0.00628 
Settling time 32.64 37.49 36.19 38.34 39.89 

Table 12. WSRT results of different optimization techniques in Scenario 3. 
SCA ALO SSA PSO 

Fitness value − − − − 
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Table 15. Fitness values comparison of different optimization techniques in Scenario 4 (Values in bold shows 
best value). 

ISCA 
Mean± Std. Dev 

SCA 
Mean± Std. Dev 

ALO 
Mean± Std. Dev 

SSA 
Mean± Std. Dev 

PSO 
Mean± Std. Dev 

Fitness value 2.76455 
± 

0.030228369 

3.303025 
± 

0.175311 

3.043113 
± 

0.226013 

2.9268 
± 

0.339249 

4.0440 
± 

0.639504 

Table 16. WSRT results of different optimization techniques in Scenario 4. 
SCA ALO SSA PSO 

Fitness value − − − − 
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