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Abstract 18 

This study collects the anthropometric measurements and weights of 185 male individuals 19 

between 55 and 65 years old from Ankara city of Turkey. A total of 29 variables with three 20 

inputs and twenty-six outputs are collected. This paper aims to develop machine learning-21 

based models to estimate anthropometric measurements from weight, stature, and eye height. 22 

These models are support vector regression (SVR) optimized with Bayesian based on 23 

quadratic kernel, Gaussian Process Regression (GPR) optimized with Bayesian based on 24 

matern5/2 kernel. This study contributes to SVR and GPR models by using Bayesian method 25 

to optimize the parameters as a difference from the literature. According to the literature 26 

review, applying these two models to anthropometric measurements for the first time is 27 

predicted. The estimation results are compared based on three metrics, namely Mean Square 28 

Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE). GPR 29 

optimized with Bayesian model has better accuracy than SVR optimized with Bayesian for all 30 

combinations except interpupillary distance, according to the obtained results. The RMSE 31 

values of the best models selected for each combination varied between 0.255 and 0.319 32 

during the testing phase. Especially the estimations made with GPR optimized with Bayesian 33 

have a shallow error rate.  34 

Keywords: Anthropometric measurements, machine learning, estimation models, parameter 35 

optimization, support vector regression, Gaussian process regression 36 

 37 

1. Introduction 38 

Anthropometric data is used to make designs (intersection for human-environment), 39 

considering the size differences of users of all tools and equipment (which vary according to 40 

age and gender). Height and weight measurements are important indicators in the follow-up 41 

of growth, the detection of nutritional diseases, the fields of energy consumption, and patients' 42 

health care. These two parameters may not always enable reliable estimation and 43 

measurement [1]. Height and weight can play an effective role in determining other human 44 

anthropometric data. In particular, the body measurements dealt with first in health-related 45 

issues are height and weight. W. C. Chumlea was one of the first researchers to propose linear 46 
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equations for estimating height and weight from anthropometric measurements for the elderly 47 

population. Different studies have also been conducted to estimate weight and height. Linear 48 

equations are quite interesting. Because its representations are easy, understandable and have 49 

an analytical solution. It can be easily applied by a specialist [2-3]. 50 

Concurrent with Chumlea's work, the field of Machine Learning (ML) and statistical and 51 

probability theory models; research, engineering, economics, health, etc. started to play an 52 

important role in the field [4-6]. ML is closely related to computational statistics and is 53 

defined as developing algorithms that learn and make predictions from data or experience. 54 

ML algorithms can find patterns that are often impossible in complex scenarios for humans to 55 

identify. Therefore, ML algorithms can give more accurate results than regression models [7]. 56 

Recently, kernel machines have been presented as a suitable approach for regression of 57 

biometric data. As noted by Scholkopf, kernel machines provide modularity in design, 58 

allowing for easy combination. Networks to be tuned with different learning algorithms and 59 

compared to other models such as neural with few parameters ensures minimal in a pseudo-60 

local optimization procedure [8-9]. 61 

Chumlea and Guo (1992) presented a linear equation to determine the body stature using knee 62 

height [10]. Michels et al. (1998) handled body height and weight from anthropometric 63 

measurements [11]. Kaya et al. (2003) introduced adaptive neuro-fuzzy inference system to 64 

estimate anthropometric measurements as an alternative to stepwise regression analysis [12]. 65 

Gauld et al. (2004) used a linear regression to calculate the height based on ulna length and 66 

age [13]. Hu et al. (2007) examined 47 anthropometric dimensions and three items of 67 

functional strength [14]. Kuiti and Bose (2016) developed predictive equations for height 68 

estimation using knee height in elderly nutrition. Multiple regression analyses were performed 69 

to generate stature predictive equations using age, weight and knee height as independent 70 

variables [15]. Lee et al. (2018) searched the effects of cold and heat patterns to the anthropometric 71 

measures for men and women individuals. Firstly, they used wrapper-based variable selection 72 

technique to define to be examined antropometric measures. Then, they handled Naïve Bayes and 73 

logistic regression methods to examine the relationships between them. They found that the most 74 

important indicators are body mass index and rib circumference in women and body mass index in 75 

men [16]. Ferenci ve Kovacs (2018) examined how well can body fat percentage be predicted from 76 

easily measureable data such as age, gen-der, weight, height, waist circumference and different 77 

laboratory results. They applied linear regression, feedforward neural networks and support vector 78 

machines methods [17]. Rativa et al. (2018) recommended different learning models including 79 

support vector regression, Gaussian process, and artificial neural networks to estimate height 80 

and weight from anthropometric measurements [5]. Jeyakumar Henry et al. (2019) used a 81 

regression equation to estimate the height and weight in Asian-Chinese adults. The arm length, knee 82 

height measurements and age are significant to estimate the height. The age, arm circumference and 83 

waist circumference are significant to estimate the weight [18]. Bhattacharjya and Kakoty (2020) 84 

focused on 72 anthropometric body dimensions, including the age and body weight in terms 85 

of gender and ethnic diversity. They used factor analysis and regression modelling to define 86 

the relations among anthropometric dimensions [19]. Son and Kim (2020) use machine 87 

learning algorithms  to estimate the stature based on anthropometric data by handling missing 88 

values. They specified that support vector machine presented the highest accuracy in all ratios 89 

of missing data [20]. Wibneh et al. (2021) handled the synthesis of anthropometric diversity 90 

and workspace dimensions in ergonomic design of light armored vehicle [21]. Wang et al. 91 

(2021) introduced Generalized Regression Neural Network to predict 76 detailed body 92 

https://www.sciencedirect.com/topics/engineering/neural-network-architecture
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measurements from seven easily measured body features. The developed approach is more 93 

superior and easier than the current regression models [22]. Abderrahmane and Guelzim 94 

(2021) dealt with predicting the body weight based on fingerprint measurements such as 95 

fingerprint circumference, fingerprint area, fingerprint length, and fingerprint width by using 96 

more than 40 machine learning algorithms [23]. Mun et al. (2021) searched to find the 97 

association of heat and cold patterns with anthropometry/body composition. The gathered 98 

data using a self-administered questionnaire. They used a regression equation to define the 99 

correlation coefficients among variables [24]. Uçar et al. (2021) examined to determine the 100 

body fat percentage using multilayer feedforward neural networks, support vector machine 101 

regression and decision tree regression models with high accuracy rate and minimum 102 

parameter. They used age, height, weight, neck, chest, abdomen, hip, tigh, knee, ankle, biceps, 103 

forearm, wrist circumference data [25]. Jaruenpunyasak et al. (2022) handled  the convolutional 104 

neural networks and traditional techniques by using the anthropometric ratios for lower-body detection 105 

[26]. Naser (2022) derived a mapping function to examine the relationship between anthropometric 106 

data and body mass index by using interpretable machine learning techniques. The author aimed to 107 

handle two goals. The first is to develop an interpretable machine learning to predict body mass index. 108 

The second is to obtain a mapping function, which shows the relationship between anthropometric 109 

data and body mass index [27]. Shi et al. (2022) handled the weight, height, body mass index, sitting 110 

height, waist-to-hip ratio, calf circumference, and 5 summary measures of limb length to predict the 111 

anthropometric measurements in 60-70-year-old women. They used on the least absolute shrinkage 112 

and selection operator regression, a machine learning approach to predict. Validating agreement was 113 

realized by using Paired t test and Bland-Altman analysis [28]. García-D’urso et al. (2022) examined 114 

the clinical and anthropometric data collected by nutritionists during dieting periods. They used a 115 

machine learning approach to predict the cholesterol levels. Different groupings of patients are 116 

identified by using a clustering analysis [29]. 117 

This study aims to develop a machine learning based model that uses weight, height, and eye 118 

height measurements as input and estimates 26 different anthropometric measurements. The 119 

Support vector regression (SVR) and Gaussian Process Regression (GPR) optimized with 120 

Bayesian algorithm based on different kernels are employed to develop estimation models. 121 

Additionally, this paper presented Bayesian optimization for hyperparameters, unlike previous 122 

studies on anthropometric measurement estimation via SVR and GPR. In this respect, it also 123 

contributes to the literature on anthropometric measurements. In addition, while weight and 124 

height variables are used as output variables in existing papers, these variables are considered 125 

as inputs in this study. 126 

  127 

 128 

 129 

2. MATERIAL AND METHOD 130 

2.1. Data Collection Process 131 

This study is based on the study done with 185 male individuals between 55 and 65 years old 132 

from Ankara city of Turkey. The study subjects are selected randomly to establish cluster 133 

sampling. This study has achieved the data from patients at hospitals. Data collectors are 134 

appointed for approximately two weeks for each hospital. A total of 29 variables with three 135 

inputs and 26 outputs are collected. A Harpenden anthropometer and a digital weighing scale 136 

were used to achieve the subjects’ anthropometric measurements and weight. 137 
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This study uses three anthropometric data, namely weight, stature, and eye height, as input 138 

variables to estimate various anthropometric measurements. Table 1 includes the definitions, 139 

the abbreviations (Abbr.), and the units of the inputs and outputs. 140 

Table 1. Definition of the Variables 

 

W, S, EYH are inputs used to estimate anthropometric measurements given in Table 2 that 141 

displays the descriptive statistics of inputs and outputs variables. 142 

Table 2. The descriptive statistics of the data set 

The histogram shows the frequency distribution of a dataset. Boxplot is used to visually show 143 

the distribution of numerical data and variability by displaying data quartiles and means. 144 

These data provide insight into a process's ability to create output. The histogram and boxplot 145 

of the input data are given in Figure 1. Histograms of the output values are given in Appendix 146 

1. 147 

Figure 1. The histogram and box plot of the input data. 148 

Data preprocessing is one of the fundamental steps in the development of machine learning 149 

models. Cleaning, transforming, and modeling data is a large part of the process. Data 150 

collected from multiple sources is often found in an unorganized form, which affects the 151 

predictive performance of developed models. Therefore, raw data must go through data 152 

preprocessing before using machine learning models. Normalization of variables in 153 

multivariate analyzes is critical for accurate results, as variables measured at different scales 154 

may not contribute equally. For example, if normalization is not performed on two features in 155 

the 0-100 range and 0-1 range, the 0-100 range variable will have more weight in the model. 156 

Converting data to comparable scales can avoid this problem. This scaling can be achieved by 157 

data normalization. In the literature, two different methods, normalization, and 158 

standardization are used to bring the data to the same scale in machine learning models. Since 159 

the variables have positive values in this study, normalization was performed to bring all 160 

parameters to the same positive scale. 161 

Bringing the variables to the same scale in the range of 0.05-0.95 provides more accurate 162 

comparisons in machine learning applications [30-31]. The data set is divided into two, 80% 163 

for training and 20% for testing. This process helps with accuracy and the learning phase 164 

efficiency. All data are normalized according to Eq. (1). 165 
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 (1) 166 

where the minimum value of x is shown via 𝑥𝑚𝑖𝑛 and the maximum value of x is represented 167 

xmax is, 𝑥𝑖
′ displays the i

th
 normalized value, and 𝑥𝑖 depicts the i

th
 actual value. The data set 168 

was divided into two as 148 data (80%) for the training stage and 37 (20%) data for the 169 

testing stage. 170 

This study developed estimation models using optimized SVR and GPR models using weight, 171 

stature and eye height variables as inputs to estimate various anthropometric measures. The 172 

inputs and outputs of the proposed models can be seen in Figure 2. 173 

 174 

Figure 2. The input and output variables of the developed models 175 

The models developed in this study are designed to estimate 26 different outputs. Figure 2 176 

shows the inputs and outputs of the models and the developed models. Different combinations 177 

of models have been developed according to the selected inputs and outputs. For example, 178 

models developed with SVR and GPR to estimate shoulder height (SHH) by using weight 179 

(W), stature (S), eye height (EYH) input variables were optimized with the Bayesian 180 

algorithm, and the model has the best estimation accuracy selected. Therefore, the model is 181 

designated as M1. On the other hand, models developed for 26 different output variables 182 

using the same input variables are M2, M3,…, M26. 183 

2.2.  Support Vector Regression (SVR) 184 

Support vector machine (SVM) model is used when the patterns between the input variables 185 

are indeterminate. It is a commonly preferred ML algorithm for pattern recognition and 186 

classification problems. The basis of SVM model is based on structural risk minimization. 187 

SVM differs from ML algorithms in supervised learning in that it allocates errors according to 188 

the gain of the data set, not according to the input dimensionality. Therefore, it performs well 189 

even when the dataset is extensive. The SVM-based SVR algorithm was developed due to the 190 

difficulties in adapting the method used to regression-based multi-class estimation problems 191 

[30, 32]. The purpose of SVR is to use a technique similar to the solution of regression 192 

problems in data sets with more than two variables. This way, it will be possible to calculate 193 

the regression function of data sets consisting of multidimensional feature sets. In addition, in 194 

cases where the data can be separated linearly, the data can be separated into two classes with 195 

a linear plane. However, in real-life applications, this may not always be the case. In these 196 

cases, nonlinear support vector regression is needed. SVR can solve nonlinear relationships 197 
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thanks to its kernel-based structure. According to the selected kernel function, a linear or 198 

nonlinear range can be obtained when applying the SVR model. It tries to find the most 199 

appropriate regression function to represent the relationships of the data set. The mathematical 200 

expressions of SVR architecture can be seen in Eq. (2) [30, 33]. 201 
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 (2) 202 

In Eq. (2), ωi and ωi* are nonnegative multipliers for each observation. xi is observed data, l 203 

represents data size, C is the penalty coefficient, ϵ  depicts the penalty dimension, and K (xi, 204 

xj) presents the kernel function. Therefore, it is necessary to adjust the ω to get the optimum 205 

solution. The mathematical expression of the regression equation is shown in Eq. (3) [33]. 206 

     *

1

*
l

i i i j

i

f x w w K x x b


             (3) 207 

Commonly used kernel functions of SVR are shown in Table 3. 208 

Table 3. Kernel Functions of SVR 

 209 

2.3. Gaussian Process Regression (GPR) 210 

The GPR method is a non-parametric Bayesian method. Theoretically, GPR uses an infinite 211 

number of parameters and allows the complexity level of the data to be determined based on 212 

the Bayesian approach. In this way, a relation is identified between the inputs and the outputs. 213 

Instead of the distribution of parameters for a particular function, GPR calculates the 214 

distribution for all probability functions that can describe the dataset. Therefore, the GPR 215 

model is more heuristic than other machine learning models that are sensitive to overfitting, 216 

and when estimating the mean estimate, the variance of the estimate is evaluated. This 217 

variance indicates the uncertainty in the estimates and can be precious information for specific 218 

applications. Also, GPR uses all data points and features to estimate accurately. Finally, the 219 
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process of effectively optimizing the GPR model is a complex one in itself, but 220 

hyperparameter optimization improves the accuracy of the developed models [31]. 221 

Supposed that the training set T={{xi, yi}|i_1,2,…} is divided from the original data set, and 222 

yi depicts a scalar target, the relationships between inputs and outputs are expressed as seen in 223 

Eq. (4)  [31, 34]. 224 

Ty x               (4) 225 

Where ɛ  ~N(0,σ
2
) and variance of the error and β represent predicted value using the training 226 

data, in the light of Gaussian process, p(f) is zero; K is a matrix that presents a kernel 227 

function. 228 

   0,p f N f K           (5) 229 

Let Kij = K(xi,xj), the function of y is given in Eq. (6). 230 

       0, yp y p y f p f df N f K         (6) 231 

There is a latent relation f (xi) gained for each xi in the GPR model. Let    * * 1 *, ,..., ,
T

Mo o X X o X X     and 232 

 ** * *, o k x x . Eq. (7) and Eq. (8) present the mean and variance of  *P y y , respectively. 233 
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y nX o o K o             (8) 235 

Commonly used kernel functions of GPR are shown in Table 4. 236 

Table 4. Kernel Functions of GPR 

Kernel (Covariance) Function Expression 
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2.4. The hyperparameter tuning with Bayesian optimization 238 

Hyperparameter Optimization is the selection of suitable hyperparameters for a machine 239 

learning algorithm. The suitability of the algorithm for the dataset is related to the selection of 240 

hyperparameters. In addition, overfitting and underfitting are also directly related to this 241 

situation. Each model requires assumptions, weights, or various parameters that depend on 242 

data types under the constraints of a particular loss function. These parameters are determined 243 

by the developer in classical machine learning problems. However, the selection of the best 244 

hyperparameters is a primary complex problem. Scanning the entire solution space and 245 

selecting the most appropriate hyperparameter is possible with optimization algorithms [35]. 246 

For this reason, hybrid models have been used recently to increase the accuracy of machine 247 

learning algorithms. This study used GPR and SVR algorithms to estimate 26 different 248 

anthropometric measurements using the same input variables. The hyperparameters such as 249 

kernel function, box constraint, kernel scale, epsilon, the length scale parameter (σL), and the 250 

signal standard deviation (σF) are determined by Bayesian optimization. Firstly, the most 251 

proper kernel function was determined by Bayesian optimization, and then the parameters of 252 

the kernel function were selected. Bayesian optimization creates a probability model of the 253 

objective function and uses selecting the hyperparameter to appraise the actual objective 254 

function. Two methods frequently used for hyperparameter optimization in the literature are 255 

Grid search and Random search. In Bayesian Optimization, the performance of past 256 

hyperparameters affects the future decision. In contrast, new hyperparameters in Random 257 

Search and Grid Search algorithms are not affected by historical performance. Therefore, 258 

Bayesian Optimization is a much more robust method [36]. 259 

 260 

2.5. Performance evaluation criteria 261 

Statistical performance metrics were used to evaluate the estimation performance of 262 

developed ML algorithms models to estimate anthropometric measurements. Mean Square 263 

Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and 264 

Coefficient of Determination (R
2
) are the error measurement statistics frequently used in 265 

previous studies [37]. These four criteria were calculated to compare the ability of the 266 

developed models in this study. Performance measures can be calculated using equations (9) 267 

to (11). 268 

1

1 n
obs est

i i

t

MAE y y
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            (9) 269 
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        (11) 271 

where the number of observations represents n, obs

iy is the observed value of the 272 

anthropometric measurements and est

iy is the estimated value of the anthropometric 273 
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measurements at the time i.   274 

 275 

3. RESULTS AND DISCUSSION 276 

3.1. Results of optimized SVR and  GPR 277 

The SVR model is designed to identify the relationship between three inputs (weight, height, 278 

eye stature) and 26 outputs explained in Table 5. SVR model includes hyperparameters, 279 

namely Kernel function, box constraint, kernel scale, and epsilon, which affect the model's 280 

predictive performance. This study developed models by optimizing these hyperparameters 281 

using Bayesian optimization to estimate 26 different outputs using three input variables. The 282 

coding for the hyperparameter optimization process, which includes kernel selection and 283 

parameter optimization, was employed using Matlab 2020a software. 284 

While developing the SVR model, the functional connection between the inputs and outputs is 285 

determined during the training phase, and the hyperparameter values with the smallest error 286 

value are selected. Finally, the selected estimation model is evaluated in the testing phase. In 287 

addition, the selection of the kernel function and the adjusting of the parameters of the 288 

selected kernel function are optimized using Bayesian optimization. As a result, each 289 

developed model has specific hyperparameter values. As in the SVR model development 290 

process, all the necessary steps for kernel determination and hyperparameters adjustment 291 

while designing the GPR model were developed with Matlab 2020a software. The GPR has a 292 

kernel that determines the distribution's covariance for the output variable, and the appropriate 293 

probability function is determined using the training data. 294 

The estimation accuracy of GPR models is directly dependent on the choice of kernel function 295 

and hyperparameters. The hyperparameters optimized in the GPR model are the length scale 296 

parameter (σL) and the signal standard deviation (σF). With Bayesian optimization, firstly, 297 

the kernel function is selected, and then the parameter values of the selected function are 298 

optimized. Finally, the nonlinear exponential model is solved by the Quasi-Newton method. 299 

In addition, 5-fold cross-validation was used in the training phase to prevent overfitting in 300 

each developed model. On the other hand, a random split entails dividing the data into a 301 

training set and a validation set, with a fixed proportion of the data (e.g., 80/20) assigned to 302 

each. While a random split is easier and faster to execute, it can result in unreliable estimates 303 

of model performance if the split is not representational. 304 

Cross-validation is preferred by some researchers over random splits because it gives a more 305 

reliable estimate of a model's success on new, unseen data. Cross-validation divides data into 306 

numerous folds and uses each fold as a validation set while the remaining folds are used for 307 

training. This procedure is repeated several times, with the results averaged to obtain a more 308 

reliable estimate of the model's performance. Cross-validation and random division can both 309 

be applied to the same model. For example, cross-validation can be used to tune the model's 310 

hyperparameters before using a random split to receive a final estimate of the model's 311 

performance. Alternatively, cross-validation can be used to estimate the model's performance, 312 

and then a random split can be used to validate the model's performance on a totally new 313 

dataset. The decision to use cross-validation, a random split, or a combination of both is 314 
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determined by the particular problem, the size of the dataset, and the available resources. The 315 

cases where both methods are used together are explained below. 316 

Hyperparameter tuning: When training a machine learning model, tuning the values of 317 

hyperparameters is often necessary to optimize the model's performance. One common 318 

approach is cross-validation to evaluate the model's performance for different hyperparameter 319 

settings. After determining the optimal hyperparameters using cross-validation, a random split 320 

can be used to obtain a final estimate of the model's performance on new data [38]. 321 

Final model evaluation: Once the model's hyperparameters have been tuned, obtaining a final 322 

estimate of the model's performance on new data is important. In this case, cross-validation 323 

can be used to obtain an initial estimate of the model's performance. A random split can 324 

validate the model's performance on a new dataset. This can help to ensure that the model is 325 

not overfitting to the training data and can generalize well to new, unseen data [39]. 326 

Limited data availability: In some cases, the dataset may be small, and it may not be possible 327 

to set aside a large portion of the data for either cross-validation or a random split. In this 328 

case, it may be beneficial to combine both methods. For example, one could perform cross-329 

validation using a smaller subset of the data and then use a random split on the remaining data 330 

to obtain a final estimate of the model's performance [40]. 331 

Whether to use cross-validation, a random split, or a combination of both depends on the 332 

specific problem, the size of the dataset, and the resources available. The key is to ensure that 333 

the model's performance is evaluated robustly and reliably, considering the data's limitations 334 

and constraints and the available computational resources. Due to the hyperparameter 335 

optimization applied in this study and the inadequacy of the data, the two methods were 336 

applied together. 337 

 338 

3.2. Accuracy evaluations of the developed models 339 

In this paper, several anthropometric measures are target values, and three indicators are 340 

inputs for all developed models. All models were obtained using the training datasets of 341 

different combinations of the regression relations that best describe the relationship between 342 

the inputs and the output. The models that describe these relationships developed SVR and 343 

GPR algorithms using Bayesian optimization, and test data sets were used to measure the 344 

estimation accuracy. Finally, estimation results were compared based on three metrics, 345 

namely MAE, RMSE, and MSE. The accuracy of all models can be seen in Table 5. Also, the 346 

developed models were ranked via RMSE values, and the best model was selected for each 347 

combination. 348 

Table 5. The accuracy of the developed models for testing phases 349 

 

All models successfully estimate anthropometric measurements using the specified indicators. As seen 350 

in Table 5, BO-GPR model has better accuracy than BO-SVR for all combinations except M18. BO-351 

SVR and  BO-GPR models are developed with quadratic kernel function Matern 5/2 kernel function, 352 



11 

 

respectively. The RMSE values of the best models selected for each combination varied between 353 

0.255 and 0.319 during the testing phase. These results show that the developed estimation models can 354 

be used when anthropometric measurements are not always possible. Especially the estimations made 355 

with BO-GPR have a shallow error rate.Table 5 shows that the developed BO-GPR model has more 356 

strong estimation ability than BO-SVR models except for M18. Figure 3 compares developed models 357 

based on RMSE. Again, only BO-SVR for M18 has a lower RMSE value than BO-GPR for all 358 

combinations. Figure 4 compares the estimated values with the best accuracy for all 359 

combinations to the observed values.  360 

 361 

Figure 3. The comparison of developed models via RMSE 

Figure 4. Observed and Estimated values for developed models  

 362 

4. Conclusion 363 

ML-based prediction models can uncover patterns and relationships in large datasets that may 364 

not be immediately apparent to humans. In some cases, these models can reveal previously 365 

unknown relationships or correlations that can lead to new insights and discoveries. However, 366 

it's important to note that ML-based models do not replace domain knowledge and human 367 

expertise. The insights obtained from these models must be carefully analyzed and interpreted 368 

by domain experts to ensure that they are accurate and meaningful. ML models may also 369 

uncover spurious correlations or false positives that need to be carefully evaluated to avoid 370 

drawing incorrect conclusions. ML-based models complement and enhance domain 371 

knowledge by providing a more comprehensive and data-driven problem understanding. They 372 

can help identify key factors and predictors of a particular outcome or event and can be used 373 

to develop more accurate and effective interventions or strategies. However, it's important to 374 

approach these models cautiously and carefully evaluate their results in the context of existing 375 

domain knowledge and expertise. The anthropometric measurements and weights of 185 men 376 

aged 55 to 65 from Ankara, Turkey, were collected for this research. The respondents provide 377 

29 variables, each with three inputs and twenty-six outputs. In this study, machine learning-378 

based models were developed to estimate anthropometric measurements using weight, height, 379 

and eye height. Thus, using these models, other anthropometric measurements of employees 380 

whose weight, height, and eye height are measured can be obtained. 381 

 382 

In this study, machine learning regression models present better results than traditional 383 

statistical regressions to predict the anthropometric measurements from weight, stature, and 384 

eye height. This study handles SVR optimized with Bayesian based on quadratic kernel, GPR 385 

optimized with Bayesian based on matern5/2 kernel as machine learning regression models. 386 

This paper applies Bayesian models in machine learning methods to optimize the parameters 387 

as a difference from the literature. These two methods are implemented to the anthropometric 388 

measurements the first time in this paper. The estimation results are compared based on three 389 

metrics, which are MSE, RMSE, MAE. GPR optimized with Bayesian model has better 390 

accuracy than SVR optimized with Bayesian for all combinations except interpupillary 391 

distance according to the obtained results. Future papers can be focused on applying the 392 

developed machine learning methods in different areas such as product design, energy 393 

estimation, and the heuristic optimization methods can be used to optimize hyperparameters. 394 

 395 
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 509 

Table 1. Definition of the Variables 

Variable Abbr. Unit Variable Abbr. Unit 

Weight  W Kilogram Ankle height (M13) ANH millimeter 

Stature  S Millimeter Functional thumb-tip reach (M14) FTR millimeter 

Eye height EYH Millimeter Popliteal height (M15) POH millimeter 

Shoulder height (M1) SHH Millimeter Maximum head breadth (M16) MHB millimeter 

Middle fingertip height (M2) MFH Millimeter Maximum head length (M17) MHL millimeter 

Waist height (M3) WAH Millimeter Interpupillary distance (M18) IND millimeter 

Elbow height (M4) ELH Millimeter Total head height (M19) THH millimeter 

Functional hand height (M5) FHH Millimeter Maximum handbreadth (M20) MHN millimeter 

Tibial height (M6) TIH Millimeter Hand length (M21) HAL millimeter 

Crotch height (M7) CRH Millimeter Finger length (M22) FIL millimeter 

Shoulder breadth (M8) SHB Millimeter Foot length (M23) FOL millimeter 

Hip breadth (M9) HIB Millimeter Foot breadth (M24) FOB millimeter 

Waist depth (M10) WAD Millimeter Forearm-fingertip length (M25) FFL millimeter 

Waist breadth (M11) WAB Millimeter Buttock-knee length (M26) BKL millimeter 

Thigh circumference (M12) THC Millimeter       
 

Table 2. The descriptive statistics of the data set 

  W S EYH SHH MFH WAH ELH FHH TIH CRH SHB HIB WAD WAB THC 

Minimum 57 1385 1293 1152 525 835 856 608 392 603 276 288 216 259 423 

Maximum 79 1924 1796 1600 729 1160 1189 844 544 837 384 400 300 359 587 

Mean 69 1670 1559 1389 633 1007 1032 733 472 727 333 347 260 312 510 

Std 7 161 150 134 61 97 99 70 45 70 32 33 25 30 49 

Kurtosis -1.22 -1.22 -1.23 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 -1.22 

Skewness -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12 

  ANH FTR POH MHB MHL IND THH MHB HAL FIL FOL FOB FFL BKL   

Minimum 55 638 337 131 157 51 190 85 150 58 203 76 381 460 

 Maximum 77 886 469 181 217 71 264 119 208 80 281 106 529 639 

 Mean 67 769 407 157 189 62 229 103 181 70 244 92 459 555 

 Std 6 74 39 15 18 6 22 10 17 7 23 9 44 53 

 Kurtosis -1.23 -1.22 -1.22 -1.22 -1.22 -1.20 -1.21 -1.22 -1.23 -1.21 -1.22 -1.22 -1.22 -1.22 

 Skewness -0.10 -0.12 -0.12 -0.12 -0.12 -0.12 -0.11 -0.12 -0.12 -0.12 -0.12 -0.11 -0.12 -0.12   

Table 3. Kernel Functions of SVR 

Kernel Function Expression Parameters 

Linear 𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 , 𝑥𝑗)  

Polynomial 𝐾(𝑥𝑖 , 𝑥𝑗) = (〈𝑥𝑖 , 𝑥𝑗〉 + 1)𝑑 D 

Gaussian 𝐾(𝑥𝑖 , 𝑥𝑗)  = 𝑒
(−

‖𝑥𝑖−𝑥‖2

2𝛾2 )
 

𝛾 

Sigmoid 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝛾〈𝑥𝑖 , 𝑥𝑗〉 + 1)𝑑 𝛾, d 

 510 
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Table 4. Kernel Functions of GPR 

Kernel (Covariance) Function Expression 

Constant 𝑘 = 𝜎0
2 

Linear 𝑘𝑙𝑖𝑛(𝑥, 𝑥′) = 𝑥𝑇𝑥′ + 𝑐 

Polynomial 𝑘𝑝𝑜𝑙𝑦(𝑥, 𝑥′) = (𝑥𝑇𝑥′ + 𝜎0
2)𝑝 

Squared Exponential 𝑘𝑆𝐸(𝑟) = 𝑒𝑥𝑝 (−
𝑟2

2𝑙2
) 

Rational Quadratic 𝑘𝑅𝑄(𝑟) =  (1 +
𝑟2

2𝛼𝑙2
)

−𝛼

 

Power 𝑘𝑝(𝑟) = −𝑟𝑝 

Matern-3 𝑘 (𝑥, 𝑥′) = 𝜎𝑓
2 (1 +

√3𝑟

𝑙
) 𝑒𝑥𝑝 (−

√3𝑟

𝑙
) 

where  𝑟 = ‖𝑥 − 𝑥′‖. 511 

 512 

Table 5. The accuracy of the developed models for testing phases 513 

Input-Output 

Combinations  

BO-SVR BO-GPR 

MAE MSE RMSE MAE MSE RMSE 

M1 8.738 100.774 10.039 0.285 0.102 0.319 

M2 6.323 43.491 6.595 0.252 0.087 0.294 

M3 6.011 48.141 6.938 0.267 0.092 0.303 

M4 6.232 52.154 7.222 0.234 0.077 0.277 

M5 4.564 27.779 5.271 0.248 0.082 0.286 

M6 2.764 10.195 3.193 0.238 0.080 0.283 

M7 4.369 25.323 5.032 0.213 0.065 0.255 

M8 2.053 5.595 2.365 0.239 0.076 0.276 

M9 2.197 6.280 2.506 0.273 0.097 0.311 

M10 0.378 0.179 0.424 0.267 0.100 0.317 

M11 1.927 4.854 2.203 0.239 0.079 0.282 

M12 3.100 13.117 3.622 0.252 0.084 0.289 

M13 0.355 0.180 0.425 0.238 0.075 0.273 

M14 4.860 30.846 5.554 0.223 0.067 0.260 

M15 2.448 7.981 2.825 0.239 0.083 0.288 

M16 1.002 1.234 1.111 0.255 0.095 0.308 

M17 1.248 1.977 1.406 0.255 0.086 0.292 

M18 0.252 0.088 0.296 0.285 0.104 0.323 

M19 1.659 3.445 1.856 0.263 0.098 0.314 

M20 0.316 0.154 0.392 0.253 0.087 0.295 

M21 1.121 1.737 1.318 0.216 0.068 0.261 

M22 0.386 0.209 0.458 0.226 0.077 0.278 

M23 1.648 3.388 1.841 0.269 0.091 0.301 

M24 0.507 0.360 0.600 0.265 0.096 0.310 

M25 3.290 13.487 3.673 0.269 0.095 0.308 
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M26 3.508 16.536 4.066 0.225 0.072 0.267 

 514 

  

Figure 1. The histogram and box plot of the input data. 515 
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 516 

Figure 2. The input and output variables of the developed models 517 

 518 

 519 

Figure 3. The comparison of developed models via RMSE 
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 520 

Figure 4. Observed and Estimated values for developed models  
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APPENDIX 1. Histograms of output variables. 521 
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