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Abstract

Despite prominent scholarly advancements in operations research, limited literature has been reported on mathematical and heuristic approaches for scheduling low-volume low-variety production systems. This paper proposes a new approach for modeling and solving large-scale sequencing and scheduling problems in Low-Volume, Low-variety production systems. The proposed non-linear mathematical programming models and genetic algorithms are subject to time and resource constraints, aimed at maximizing the number of activities completed in-station or intended to minimize the positive deviation to the aspiring time and resources budgets in scenarios where the allocated work package must be completed in-station. The proposed algorithms are compatible with discrete and continuous-time scheduling problems and are found to be effective in modeling characteristics and constraints inherent in Low-Volume, Low-Variety production systems. To validate the proposed models, a real-world case study of a work center in the final assembly line of a private jet aircraft is conducted.
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1. Introduction

Low-Volume Low-Variety Production Systems (LVLVPS) are classified as a hybrid of High-Volume Low-Variety Production Systems (HVLVPS) and Low-Volume High-Variety Production Systems (LVHVPS). Sequencing and scheduling optimization models in LVLVPS aim to minimize the cost or resource requirements in the on-time completion of the assigned work package. Products assembled in LVLVPS follow identical processing orders through a series of manufacturing cells responsible for completing the assigned work package with the budgeted resources over the span of the takt time, examples of which include the final assembly of aircraft and heavy aerostructures. The flow of products in LVLVPS is similar to that of HVLVPS, commonly referred to as Flow-Shops and Job Shops. Products assembled in HVLVPS flow through a series of machines, where each can perform a task or a series of tasks. Reported mathematical programming models and heuristics for solving scheduling problems in HVLVPS
are aimed at minimizing lateness, tardiness, or makespan in the completion of all orders referred to as jobs [1–5]. Project Scheduling problems can further be classified as Resource-Constrained Project Scheduling Problems (RCPSP) or Time-Constrained Project Scheduling Problems (TCPSP) to minimize makespan [6,7] and cost through reduced resource requirements, respectively [8,9]. However, despite identical resource profiles and capabilities, optimization models reported for modeling scheduling problems in LVHVPs cannot be directly adopted to solve scheduling problems in LVLVPS.

Since limited research has been reported on scheduling optimization approaches for LVLVPS, this paper fills the gap in the current literature through the formulation of a new set of mathematical programming models and a novel Genetic Algorithm (GA) proposed for solving large-scale scheduling problems. The proposed continuous-time non-linear mathematical programming models adopt a lexicographic goal programming approach in formulating a priority-based multi-objective optimization model that captures characteristics inherent in LVLVPS. Two new mathematical programming models are proposed in this paper. The first model is aimed at the on-time completion of the maximum number of activities in scenarios where the stringent enforcement of time and resource constraints may result in travel work. In the context of cellular manufacturing, traveled work refers to a subset of activities that have been assigned to the work center, which are found infeasible to be completed in-takt with the budgeted number of resources. While work centers can complete activities traveled from upstream work centers, the task is often achieved through additional costs due to setup and additional labor requirements. To tackle scenarios mandating the completion of all activities, a second optimization model is formulated and proposed aimed at minimizing the positive deviations to the aspiration criteria to time and resources. Two GA metaheuristics have also been developed to tackle large-scale scheduling problems in LVLVPS. At the same time, discrete-time models and methods have been investigated by many researchers [10–14]. The objective and novelty of this manuscript lie in formulating a multi-objective continuous-time linear mathematical model, subject to resource, time, precedence, zonal, concurrency, and non-concurrency constraints. For this purpose, we draw on previous contributions to state-of-the-art highlighting the efficiency and effectiveness of GA in solving scheduling problems [15–20]. To ensure compatibility with real-world scheduling problems, the proposed optimization models are validated and verified through a real-world case study of an aerospace assembly line.

The structure of this paper is as follows: In Section 2, the related literature is reviewed, highlighting their contributions and deficiencies in modeling and solving scheduling problems in LVLVPS. The characteristics and constraints inherent in LVLVPS and activity attributes and assumptions made in the mathematical modeling of the proposed optimization models are explored in Section 3. Section 4 summarizes the solution approach with a detailed procedure for applying the proposed GA. The proposed optimization models are then validated through a case study of a scheduling problem in an assembly line of a narrow-body dual-jet aircraft in Section 5. This paper is concluded in Section 6, with a review of the contributions to the state of the art and the next steps.
2. Literature Review

Scheduling optimization problems have been subject to extensive research since the early work of [21] with a focus on minimizing makespan, tardiness, and resource requirements. However, limited research has been reported on mathematical programming approaches to large-scale scheduling problems in LVLVPS. The optimization models developed for modeling and solving the job shop scheduling problem cannot be directly incorporated into solving scheduling problems in LVLVPS. This is primarily due to differences in the nature of work and resource capabilities. Project scheduling problems are generally classified as either time or resource-constrained scheduling problems to minimize resource requirements or makespan, respectively [22–25]. Extensive literature has been reported on mathematical programming approaches and metaheuristics, such as evolutionary algorithms and simulated annealing on modeling and solving project scheduling problems [15,26]. The GA developed to solve such problems has adapted a unique chromosome representation to capture precedence and is found effective and efficient in solving single and multi-mode scheduling problems with resource constraints [27]. However, despite the similarities exhibited between the two production systems, the optimization models developed for solving RCPSP and TCPSP are deficient in modeling and solving scheduling problems in LVLVPS. This is primarily due to the strict enforcement of both time and resource constraints in the case of LVLVPS. This can be demonstrated through a start/end event-based RCPSP approach, developed by [28] and adopted by [29] in solving scheduling problems in the final assembly line of aircraft. While this model was solved optimally, the results are not practical due to deficiencies in capturing the imposed time constraints. The omission of time constraints may result in early completion of work, leaving the resources idle for a period of time equivalent to the difference between the obtained makespan and the imposed takt time. A series of discrete-time mixed-integer linear mathematical programming models were developed in our previous work, aimed at minimizing the number of incomplete activities in scenarios where the strict enforcement of time and resources are in effect [30,31]. While the mathematical programming models were found to be effective in modeling large-scale scheduling problems in LVLVPS, the incompatibility to modeling continuous-time problems has led to further research. This paper proposes a new set of non-linear continuous-time mathematical programming models, in addition to a novel GA, for solving scheduling problems in LVLVPS.

3. Problem Description & Mathematical Modeling

The characteristics, constraints, and assumptions inherent in LVLVPS are investigated and explored throughout this section. As briefly discussed, products assembled in LVLVPS exhibit minimal variation in product configuration. Each work center is budgeted with \( L \) classifications of multi-skilled human resources, where distinct \( W_l^{Max} \) budgets for each resource classification \( l \) is imposed. The work center is responsible for completing the assigned work package, comprised of \( N \) single-mode and \( M \) multi-mode activities over the span of the imposed takt time \( T_{Max} \), where multi-mode activities are a subset of activities that are permitted to be crashed or fast-tracked by allocating additional resources. Note that in defining the problem, we must ensure that the indices for all single-mode activities, as well as the initial
mode of multi-mode activities, are defined over the set \( \{1, \ldots, N\} \). The secondary modes of multi-mode activities are defined over the set \( \{N+1, \ldots, M\} \). Secondary modes \( j' \) of multi-mode activities, \( j \in \beta \) are represented as new dummy activities with identical attributes to that of their origin and are identified through the binary parameter \( M_{j'} \), where \( M_{j'} = 1 \) if \( j' \) is a secondary mode of activity \( j \), and is equal to zero otherwise. Activities have continuous-time processing times \( p_j \), and are assumed to be non-preemptive, signifying that once an activity has started, it cannot be paused or interrupted and must be progressed to completion. Activities may require multiple resources of distinct classifications, where resource requirements for activity \( j \) are denoted by \( \sum_l w_{jl} \). Due to the complex nature of the products assembled in LVLVPS, there exist complex interdependencies between predecessor \( j \) and successor activities \( j' \), with lead and lag times \( L_{j'} \). Lead time in the context of scheduling is applicable in scenarios where a successor activity \( j' \) can start before the completion of its predecessors \( j'' \), while lag time refers to an imposed delay between the successor and predecessor(s). To ensure accurate modeling of characteristics inherent in LVLVPS, a zonal constraint is imposed, where zones \( i \in \{1, \ldots, I\} \) represent the physical location of work, subject to a maximum capacity \( Z_i \), representing the maximum number of resources \( \sum_l \sum_i w_{jl} y_{ij} \) that can work in a zone concurrently. Activities are assigned to zones through the binary parameter \( y_{ij} \), where \( y_{ij} = 1 \) if activity \( j \) is assigned to zone \( i \), and \( y_{ij} = 0 \) if otherwise. There also exists concurrency and non-concurrency constraints \( NC_{j'} \), between two or more activities, restricting or mandating their simultaneous progression. Concurrency constraints are classified as either concurrent start \( CS_{j''} = 1 \) or concurrent finish \( CF_{j''} = 1 \). Each activity \( j \) may also be subject to the earliest start \( ES_j \) or latest start time \( LS_j \), as well as earliest or latest finish times, denoted by \( EF_j \) and \( LF_j \), respectively. Figure 1 provides a summary of activity attributes and constraints inherent in LVLVPS, as well as assumptions made in formulating the proposed heuristics and mathematical programming models. Note that this model will only assign activities to the work center that can be completed within the available planning horizon, \( x_j = 1 \). The remainder of the activities, which include activities that can be started but cannot be completed within the takt-time, and activities that cannot be started within the takt-time, must be scheduled for completion in downstream work centers. 

Insert Fig. 1 here

The high-level production layout depicted in Figure 2 demonstrates the product flow of an aircraft through work centers in an assembly line. The final assembly of aircraft is considered an LVLVPS, with strict enforcement of time and resource constraints. The scarcity of certified skilled resources imposes an upper bound on the available number of resources, while the moving nature of the assembly line requires an upper bound on time. Thus, it is crucial to formulate an optimization model that satisfies the strict enforcement of time and resource constraints, which may only be feasible through traveling incomplete activities. On the
contrary, there exist scenarios where a milestone must be met within a work center to ensure the safe movement of the product.

Insert Fig. 2 here

The sets, parameters, and variables defined for formulating the proposed optimization models are appended as follows, where the primary decision variable is the starting time $S_j$ of activity $j$. In scenarios where travel work is permitted, a hard constraint exists on the available planning horizon. To identify the incomplete activities, a binary variable $x_j$ is introduced, representing the on-time completion of activities, where $x_j = 1$ if activity $j$ was completed $[S_j + p_j]$ within the span of the planning horizon $[S_j + p_j] \leq T_{Max}$, and $x_j = 0$ if activity $j$ cannot be completed with the budgeted resources over the span of the takt time. Note that all sets and parameters must be collected in their entirety to ensure practical solutions to real-world problems and are to be presented in the form of matrices, integers, or continuous values where applicable. In Section 3.1, two new objective functions are formulated and proposed for solving scheduling problems in LVLVPS, in line with the priorities and aspirations in such production systems. Section 3.2 is dedicated to formulating constraints and provides a detailed description and use cases for each constraint.

- **Indices**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i, j, j', j'', k$</td>
<td>Activity index</td>
</tr>
<tr>
<td>$a$</td>
<td>Index for single-mode activity</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Index for multi-mode activity</td>
</tr>
<tr>
<td>$l$</td>
<td>Resource index</td>
</tr>
<tr>
<td>$i$</td>
<td>Zonal index</td>
</tr>
</tbody>
</table>

- **Sets**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i \in {1, \ldots, N + M}$</td>
<td>Set of activities</td>
</tr>
<tr>
<td>$j', j'', k \equiv j$</td>
<td>The equivalent set of activity $j$</td>
</tr>
<tr>
<td>$a \in {1, \ldots, N}$</td>
<td>Set of single-mode activities</td>
</tr>
<tr>
<td>$\beta \in {N + 1, \ldots, N + M}$</td>
<td>Set of multi-mode activities</td>
</tr>
<tr>
<td>$l \in {1, \ldots, L}$</td>
<td>Set of resource classes</td>
</tr>
<tr>
<td>$i \in {1, \ldots, I}$</td>
<td>Set of zonal classes</td>
</tr>
</tbody>
</table>

- **Parameters**
### Variables

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_j )</td>
<td>Processing time of activity ( j )</td>
</tr>
<tr>
<td>( P_{jj'} )</td>
<td>Precedence between activities ( j ) and ( j' )</td>
</tr>
<tr>
<td>( L_{jj'} )</td>
<td>Lead/Lag time between activities ( j ) and ( j' )</td>
</tr>
<tr>
<td>( T_{\text{Max}} )</td>
<td>Imposed takt time or planning horizon</td>
</tr>
<tr>
<td>( M_{jj'} )</td>
<td>Multi-Mode of activities ( j ) and ( j' )</td>
</tr>
<tr>
<td>( W_{ij} )</td>
<td>Resource requirement of activity ( j ) from pool ( i )</td>
</tr>
<tr>
<td>( W_{ij}^{\text{Max}} )</td>
<td>Resource Availability of Pool ( i )</td>
</tr>
<tr>
<td>( \gamma_{ij} )</td>
<td>Allocation of activity ( j ) to zone ( i )</td>
</tr>
<tr>
<td>( z_i )</td>
<td>The capacity of zone ( i )</td>
</tr>
<tr>
<td>( N_{Gjk} )</td>
<td>Non-Concurrency between activities ( j ) and ( k )</td>
</tr>
<tr>
<td>( C_{Sjk} )</td>
<td>Concurrent start between activities ( j ) and ( k )</td>
</tr>
<tr>
<td>( C_{Fjk} )</td>
<td>Concurrent finish between activities ( j ) and ( k )</td>
</tr>
<tr>
<td>( ES_j )</td>
<td>Earliest Start Time of Activity ( j )</td>
</tr>
<tr>
<td>( LS_j )</td>
<td>Latest start time of activity ( j )</td>
</tr>
<tr>
<td>( EF_j )</td>
<td>Earliest finish time of activity ( j )</td>
</tr>
<tr>
<td>( LF_j )</td>
<td>Latest finish time of activity ( j )</td>
</tr>
</tbody>
</table>

### Decision Variables

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_j )</td>
<td>Completion of activity ( j ) within the planning horizon</td>
</tr>
<tr>
<td>( \pi_j )</td>
<td>Non-completion of activity ( j ) within the planning horizon</td>
</tr>
<tr>
<td>( w_i )</td>
<td>Resource requirement from Pool ( i )</td>
</tr>
<tr>
<td>( T )</td>
<td>Time ( T \leq T_{\text{Max}} ) represents The planning horizon</td>
</tr>
<tr>
<td>( h_{jj'} )</td>
<td>( h_{jj'} ) is ( 1 ) if activity ( j ) is started prior to the completion time of activity ( j' ), and ( h_{jj'} = 0 ) otherwise.</td>
</tr>
</tbody>
</table>

---

\( \delta_{wl}^{+} \)  \( \delta_{wl}^{+} \geq 0 \)  Deviation to type \( l \) resources

\( \delta_{c}^{+} \)  \( \delta_{c}^{+} \geq 0 \)  Deviation to time constraint

\( \delta_{a}^{-} \)  \( \delta_{a}^{-} \geq 0 \)  Deviation to scheduled single-mode activities

\( \delta_{b}^{-} \)  \( \delta_{b}^{-} \geq 0 \)  Deviation to scheduled multi-mode activities

\( S_j \)  \( S_j \geq 0 \)  Start time of activity \( j \)
3.1. Objective Functions

The main difference between the resource-constrained shortest path problem (RCSP) and the investigated problem in this paper is that the developed model is a time and resources constrained problem, making it hard to handle. Since in a RCSP, there are no restrictions for time, in any circumstances, we have a feasible reason. However, in time and resource-constrained problems, there is no certainty of having a feasible region. To put it better, the scarcity of time and resources and precedence, zonal, and other temporal constraints inherent in LVLVPS may result in scenarios where there does not exist a feasible solution for scheduling all activities. To tackle the potential infeasibility of this problem, two new objective functions are formulated and proposed. The objective function (1) adopts a priority-based lexicographic goal programming approach and aims to minimize the required number of resources \( \sum_l W_l \) in completing the maximum number of activities, subject to an upper limit on time and resources. Deviation variables are used in the mathematical modeling of this objective function, where \([\delta_\alpha^+ + \delta_\beta^+]\) represents the positive deviation to the aspiration criteria for the quantity of the completed single-mode \( j \in \alpha \) and multi-mode \( j \in \beta \) activities. The first priority objective, represented by \( P_1 \) is thus aimed at minimizing the number of incomplete activities, while the second priority objective, represented by \( P_2 \), maximizes the negative deviation to the aspiration criterion to the summation of resource budgets \( \sum_l \delta_{wl}^- \). The aspiration criteria for single-mode, multi-mode, and resource requirements are set to \( N \), \( M \), and \( W_{l\text{Max}} \), respectively, through constraints (24), (26), and (6). In solving this objective, following the lexicographic goal programming approach, the problem is first solved for the first priority objective \( P_1 \). The resultant objective value is then added as a constraint prior to solving the problem for the second-priority objective \( P_2 \).

\[
\text{Lex Min } Z = \left[ P_1(\delta_\alpha^- + \delta_\beta^-), P_2\left( -\sum_l \delta_{wl}^- \right) \right] \tag{1}
\]

There also exist scenarios where travel work is prohibited, and the work center must complete the pre-defined statement of work. The objective function (2) is formulated and proposed to be used in these scenarios, where time and resources are considered soft constraints. The priority-based lexicographic goal programming approach is similarly adopted in formulating this objective function, aimed at minimizing the positive deviation to the aspiration criteria for time \( \delta_t^+ \) and resources \( \delta_{wl}^+ \) while maximizing the negative deviation to the aspiration criterion for resources \( \delta_{wl}^- \). The deviation variables for time and resources are derived from constraints (8) and (7), respectively, where the aspiration criterion for time is set to the takt time \( T_{\text{Max}} \).

\[
\text{Lex Min } Z = \left[ P_1(\delta_t^+ ), P_2\left( \sum_l \delta_{wl}^+ \right), P_3\left( -\sum_l \delta_{wl}^- \right) \right] \tag{2}
\]
3.2. Constraints

Interdependencies between successor and predecessor activities are a key constraint inherent in LVLVPS. The interdependencies between activities are modeled through the binary parameter $P_{jj'}$, where $P_{jj'}=1$ if activity $j$ is a predecessor to activity $j'$, and $P_{jj'}=0$ if otherwise. Constraint set (3) enforces the start time of the successor activity $S_{jj'}$ to be greater than or equal to the finish time of its predecessors $[S_j + p_j]$, plus or minus the lag and the lead times $L_{jj'}$. To ensure the compatibility of the proposed mathematical programming model with the scheduling of multi-mode activities, a new binary variable $\pi_j$ is introduced and calculated through constraint set (20) in conjunction with Big M, represented as $B$, where $\pi_j + x_j = 1$.

$$S_{jj'} + B\pi_j \geq (S_j + p_j) + L_{jj'} \quad \forall \left\{ j, j' = 1, \ldots, N + M : P_{jj'} = 1, x_j = 1 \right\} \tag{3}$$

The resource constraints are imposed through constraint sets (4) - (6). Constraint set (4) measures the total number of the required resources $W_l$ from each classification $l$ at the start time $S_j$ of each activity $j$, where $w_{jl}$ represents resource requirements for activity $j$ of classification $l$, and $x_j$ represents the successful scheduling of an activity. The upper bound on resources $W_l^{Max}$ for each classification $l$ are imposed through constraint set (5), applicable only in scenarios where travel work is permitted and deviation to the aspiration criterion to resource availability and budgets are prohibited. Constraint set (6), however, allows deviation to the aspiration criterion through deviation variables $[\delta_{wl}^+, \delta_{wl}^-]$, representing the positive and negative deviation of resource requirements to resource availabilities, respectively.

$$\sum_j x_j w_{jl} + \sum_{j'} x_{j'} w_{j'l} \leq W_l \quad \forall \left\{ j, j' = 1, \ldots, N + M : S_j \leq S_{jj'} \leq S_j + p_j \right\} \tag{4}$$

$$W_l \leq W_l^{Max} \quad \forall \ l = 1, \ldots, L \tag{5}$$

$$W_l + \delta_{wl}^- - \delta_{wl}^+ = W_l^{Max} \quad \forall \ l = 1, \ldots, L \tag{6}$$

To ensure the on-time completion of all activities or enforce an upper bound on the available planning horizon, constraints (7) and (8) are imposed. Constraint (7) is formulated and is proposed to be used in conjunction with objective function (1), where travel work is permitted. Thus, this constraint will imply the strict enforcement of the time constraint, to which deviation is not allowed. In scenarios where travel work is prohibited, there may exist scenarios where a feasible schedule can only be obtained through deviation from the aspiration criterion to time. Deviation variables $[\delta_{wl}^+, \delta_{wl}^-]$ are thus introduced and are quantified through constraint (8), representing the positive and negative deviation to the aspiration criterion for time $T_{Max}$, respectively.

$$\sum_j x_j W_l = W_l \quad \forall \ l = 1, \ldots, L \tag{7}$$

$$W_l + T_{Max} = W_l^{Max} \quad \forall \ l = 1, \ldots, L \tag{8}$$
\[ T \leq T_{\text{Max}} \]  
\[ T + \delta_T^+ - \delta_T^- = T_{\text{Max}} \]  

A common characteristic of LVLVPS is the deployment of resources onto the product. To ensure that the maximum allowable capacity \( Z_i \) of zone \( i \) has not exceeded, zonal constraints are enforced. An example includes the assignment of 3 resources in an aircraft's main landing gear bay, where only two people can work safely in that area. Constraint set (9) is enforced at the start time \( S_j \) of every activity \( j \), and ensures that the total number of resources of all classifications \( \sum w_{jl} \) assigned to each zone \( i \), is less than or equal to the allowable capacity \( Z_i \) for that zone. This constraint is imposed for all zones and must be satisfied to ensure the resultant schedule is feasible from a practical standpoint.

\[ \sum_{l} x_{jl} y_{jl} w_{jl} + \sum_{l} x_{j'l} y_{j'l} w_{j'l} \leq Z_i \quad \forall \ \{ j, j' = 1, \ldots, N + M : S_j \leq S_j' \leq S_j + p_j \} \quad \forall \ i = 1, \ldots, I \]  

There exist scenarios where the simultaneous progression of two or more activities is prohibited due to the nature of work or factors affecting resources or product safety. Such non-concurrency constraints are imposed through constraint sets (10) and (11). Two activities \( j \) and \( k \) are identified as non-concurrent if \( NC_{jj'} = 1 \). Constraint set (10) ensures that the completion time \( S_j + p_j \) of activity, \( j \) is less than or equal to the start time \( S_k \) of activity \( k \), while constraint set (11) is imposed to confirm that the start time \( S_j \) of activity, \( j \) is greater than or equal to the completion time \( S_j' + p_j \) of activity \( j' \). In formulating a robust mathematical model compatible with single and multi-mode activities, a new binary variable \( h_{jj'} \) is employed in conjunction with Big \( M \), representing a large number and denoted by \( B \). Through the use of binary variable \( h_{jj'} \), only one of the following conditions has to hold, while both constraints will be satisfied, where an activity \( j \) must be completed prior to its non-concurrent activity \( k \), or activity \( j \) must start after the completion of its non-concurrent activity \( k \).

\[ S_j + p_j \leq S_{j'} + Bh_{jj'} \quad \forall \ \{ j, j' = 1, \ldots, N + M : NC_{jk} = 1 \} \]  
\[ S_j + B(1-h_{jj'}) \geq S_{j'} + p_j \quad \forall \ \{ j, j' = 1, \ldots, N + M : NC_{jk} = 1 \} \]

Contrary to non-concurrency constraints, a mandate may exist to start or complete two or more activities concurrently. The concurrent start between activity \( j \) and \( k \) is imposed through constraint set (12), enforcing the identical start times for the two activities. Concurrent finish constraint is similarly imposed through constraint set (13), where the completion time
of activities $j$ and $k$ are set to be equal if $CF_{jk'} = 1$, signifying that the two activities must finish concurrently.

$$CS_{jk} \left( S_j - S_j \right) = 0 \quad \forall \ \left\{ j, j' = 1, \ldots, N + M : CS_{jk} = 1 \right\} \quad (12)$$

$$CF_{jk} \left[ \left( S_j + p_j \right) - \left( S_j' + p_j' \right) \right] = 0 \quad \forall \ \left\{ j, j' = 1, \ldots, N + M : CF_{jk} = 1 \right\} \quad (13)$$

The start time and/or completion time of activities may also be influenced by factors external to the manufacturing process, and thus there may exist mandates for the earliest or latest start or finish times. The earliest start is enforced through constraint set (14), where the start time $S_j$ of activity, $j$ must be greater than or equal to the earliest start time $ES_j$ of that activity. Note that to ensure flexibility in capturing single and multi-mode activities as well as travel work, the binary variable $x_j$ is used. The latest start constraint is similarly imposed through constraint set (15), where the start time $S_j$ of activity, $j$ is set to be less than or equal to the latest start $LS_j$ of that activity. Constraint sets (16) and (17) are formulated to capture the latest $LF_j$ and earliest completion times $EF_j$ of activity $j$, respectively. Through these constraints, activity $j$ must be completed $\left[ S_j + p_j \right]$ prior to the imposed latest completion time $LF_j$ or after the mandated earliest completion time $EF_j$. Note that constraint sets (14) – (17) are categorized as optional, signifying that these constraint sets may be omitted without impacting the functionality of the proposed mathematical programming models in scenarios where the problem at hand is not subject to such constraints. Note that constraints (14) through (17) are categorized as optional, where they may exist scenarios in which the earliest and latest start and finish times for activities are not mandated or previously defined. These constraints may be omitted in such cases, resulting in a linear mathematical model.

$$x_j S_j \geq x_j ES_j \quad \forall \ j = 1, \ldots, N + M \quad (14)$$

$$x_j S_j \leq LS_j \quad \forall \ j = 1, \ldots, N + M \quad (15)$$

$$x_j \left( S_j + p_j \right) \leq LF_j \quad \forall \ j = 1, \ldots, N + M \quad (16)$$

$$x_j \left( S_j + p_j \right) \geq x_j EF_j \quad \forall \ j = 1, \ldots, N + M \quad (17)$$

Binary variable $x_j$ is used in constraint sets (18) and (19) to distinguish between traveled activities and activities that were completed over the span of the imposed planning horizon $T_{\text{Max}}$, where $x_j = 1$ if activity $j$ was completed prior to the end of the task $\left[ S_j + p_j \right] \leq T_{\text{Max}}$, and $x_j = 0$ if the activity $j$ was completed after the imposed takt time $\left[ S_j + p_j \right] > T_{\text{Max}}$.  

$$x_j \left( S_j + p_j \right) \leq T_{\text{Max}} \quad \forall \ j = 1, \ldots, N + M \quad (18)$$

$$x_j \left( S_j + p_j \right) > T_{\text{Max}} \quad \forall \ j = 1, \ldots, N + M \quad (19)$$
\begin{align}
x_j &= 1 \quad \forall \ \{ j = 1, \ldots, N + M : S_j + p_j \leq T_{\text{Max}} \} \quad (18) \\
x_j &= 0 \quad \forall \ \{ j = 1, \ldots, N + M : S_j + p_j > T_{\text{Max}} \} \quad (19)
\end{align}

Binary variable $\pi_j$ is a function of $x_j$, where $\pi_j = \left[ 1 - x_j \right]$ as formulated through constraint set (2). This variable is used in conjunction with the Big $M$ in the precedence constraint set (3) and represents the inverse of the on-time completion of activity $j$.

$$\pi_j + x_j = 1 \quad \forall \ j = 1, \ldots, N + M \quad (20)$$

Constraint sets (21) and (22) are formulated to ensure the on-time completion of all activities in scenarios where travel work is prohibited. Constraint set (21) ensures that all single-mode activities $j \in \alpha$ are scheduled to be completed prior to the imposed time constraint, where each activity $j$ can only be scheduled once. Constraint set (22), on the other hand, is formulated to ensure the on-time completion of multi-mode activities $j \in \beta$, where only a single model of a multi-mode activity must be scheduled. Multi-mode activities are identified through the binary parameter $M_{j'}$, where $M_{j'} = 1$ if activity $j$ is a secondary mode of activity $j'$ or vice versa.

\begin{align}
x_j &= 1 \quad \forall \ j \in \alpha \quad (21) \\
x_j + x_{j'} &= 1 \quad \forall \ \{ j, j' \in \beta : M_{j'} = 1 \} \quad (22)
\end{align}

Contrary to constraint sets (21) and (22), constraint sets (23) – (26) are formulated to be used in conjunction with objective function (1), where travel work is permitted. Constraint set (23) ensures that single-mode activities $j \in \alpha$ cannot be scheduled to be completed more than once, where $x_j = 1$ if activity $j$ was completed on time. The aspiration criterion for the number of single-mode activities $j \in \alpha$ is set to $N$, equivalent to the total number of single-mode activities, through constraint (24). Additionally, the deviation variables for the number of completed single-mode activities $\delta^+_\alpha$ are defined through this constraint set.

\begin{align}
x_j &\leq 1 \quad \forall \ j \in \alpha \quad (23) \\
\sum_{j \in \alpha} x_j + \delta^+_\alpha &= N \quad (24)
\end{align}

Constraint sets (25) and (26) are similar to that of (23) and (24), aimed at multi-mode activities $j \in \beta$. Constraint set (25) enforces that only a single mode of a multi-mode activity can be scheduled, whereas activities cannot be scheduled more than once. Through constraint
(26), the aspiration criterion for the aspired number of completed multi-mode activities is defined to be \( M \), equivalent to the total number of multi-mode activities. Deviation variables for multi-mode activities \( \delta^+_{j} \) are also defined through this constraint, used in conjunction with deviation variable for single-mode activities \( \delta^-_{a} \), formulated through constraint set (24) in the objective function (1) aimed at minimizing the number of incomplete activities.

\[
x_j + x_{j'} \leq 1 \quad \forall \{ j, j' \in \beta : M_{j'} = 1 \} \quad (25)
\]

\[
\sum_{j \in \beta} x_j + \sum_{j' \in \beta} x_{j'} + \delta^-_{\beta} = M \quad (26)
\]

To ensure that the proposed mathematical programming model is compatible with single-mode as well as multi-mode activities and permits the traveling of incomplete activities, constraint sets (27) and (28) are formulated and proposed. These constraint sets are complementary to precedence constraint (3) and are imposed to ensure that a predecessor activity must be scheduled if a successor activity is planned to be completed. This condition is imposed through constraint set (27) for single-mode activities \( j \in \alpha \) and constraint set (28) for multi-mode activities \( j \in \beta \).

\[
x_j \geq x_{j'} \quad \forall \{ j, j' \in \alpha : P_{j'} = 1 \} \quad (27)
\]

\[
x_j + x_{j'} \geq x_{j''} \quad \forall \{ j, j' \in \beta, j'' = \alpha \cap \beta : P_{j''} = 1, M_{j'} = 1 \} \quad (28)
\]

4. Genetic Algorithm

The GA was initially introduced in [32] and later extended and described in greater detail [33]. Despite the extensive application of GA in solving a wide range of scheduling problems, most are restricted to job-shop, flow-shop, and RCPSP. Moreover, the survey study conducted by Pellerin et al. [34] shows the superiority of GA in solving RCPSP. So, this algorithm has been widely used for RCPSP (i.e., [35–40]). This section proposes a detailed procedure for initializing and solving large-scale scheduling problems using GA in LVLVPS.

4.1. Pre-processing Procedure

The mathematical formulation for calculating the scheduling order of activities is represented in equations (29) and (30). Through equation 29, the scheduling order of 1 is assigned to all activities without predecessors, if and only if \( \sum_{j=1}^{N+M} p_{j} = 0 \). For all succeeding activities, the scheduling order number will be the maximum scheduling order of their predecessor(s) plus one, as demonstrated through equation (30).

\[
f_{j'} = 1 \iff \sum_{j=1}^{N+M} p_{j'j} = 0 \quad (29)
\]
4.2. Chromosome Representation

The scheme of the direct representation of the proposed chromosome is depicted in Figure 3, where each cell representing a gene comprises the activity index, the selected mode for that activity, the scheduling order, processing time, zonal assignment, and the scheduled start and finish times. The corresponding modes of activities are encoded such that mode \( \alpha \) denotes that the activity is a single mode and, as such, has only one mode to be scheduled. Mode \( \beta_1 \) represents the primary mode of multi-mode activities, and \( \beta_2 \) represents the secondary mode.

4.2. Initialization

The GA starts by generating the initial population. The scheduling order numbers are initially calculated through equations (29) and (30). Thereafter, activities are scheduled based on their order numbers, whereas activities with identical scheduling order numbers are randomly scheduled to satisfy the precedence constraints.

4.4. Evaluation

Upon the complete generation of the initial population, the chromosomes representing feasible schedules are evaluated through a fitness function. The fitness value is a function of the objective function and is represented through equation (31), where \( \lambda \) is the selection pressure. The fitness function will result in a fitness value in the interval of \([0,1]\) for each chromosome, so the schedules with higher fitness will be superior to those of lower fitness values. This modular fitness function is compatible to be used in conjunction with objective functions (1) and (2), aimed at minimizing the required number of resources in the completion of the maximum number of activities.

\[
f = e^{-\lambda \times \text{Obj Func}} / \max(\text{Obj Func})
\]

4.3. Selection Strategy

The roulette wheel strategy is adopted as the selection strategy. The parents’ selection is executed by generating random numbers in the interval of \([0,1]\) and selecting the corresponding individuals as parents, where two parents undergo the reproductive operators. The probability of an individual \( P(\mu) \) being selected is calculated through equation (32), where \( \mu \) represents the chromosome number, and \( N_p \) denotes the size of the population [33].

\[
P(\mu) = \frac{f(\mu)}{\sum_{\mu=1}^{N_p} f(\mu)}
\]
4.4. Crossover

Figure 4 demonstrates the crossover strategy adapted in the proposed GA, where a simplified pair of chromosomes comprised of 10 activities is selected to reproduce two offspring. The crossover operation is executed \( N_p \times P_c \) times, where \( P_c \) represents the probability of crossover. This crossover strategy leads to the reproduction of \( 2N_p \times P_c \) offspring, as each crossover results in the generation of two new offspring.

4.5. Mutation

The mutation strategy devised for solving scheduling problems in LVLVPS comprises two types, selected by a random number in the interval of \([0,1]\). If the generated random number is less than or equal to 0.5, the first mutation strategy is applied, where the modes of \( \eta \) activities are swapped. \( \eta \) are random numbers in the interval of \([1, M]\). On the contrary, if the random number produced is more significant than 0.5, a new solution is generated by applying the initialization methodology proposed in Section 4.2. This procedure ensures that the algorithm avoids falling into local optimaums and accelerates the search for a solution with improved fitness.

4.6. New Generation

The survival-of-the-fittest is then employed in the selection of the top \( N_p \) non-duplicated solutions with the highest fitness. The algorithm will then move on to the next iteration executing procedures outlined in Sections 4.3 through 4.6. Once the pre-determined termination criterion is met and set to the maximum number of iterations, the algorithm will be terminated, and the chromosome with the greatest fitness will be selected as the optimum or the best-reached solution.

5. Case Study

To validate and verify the proposed optimization models, a real-world case study of the final assembly line of a dual-engine narrow-body aircraft is conducted. The assembly line of this aircraft comprises 15 work centers, each responsible for completing a pre-defined statement of work over the span of the takt time. The takt time represents the drumbeat of the assembly line and is calculated and imposed in response to the market demand. The takt time for this case study is set to \( T_{\text{Max}} = 48 \) hours, equivalent to 6 shifts, or two days operating on three daily shifts. The work center understudy is responsible for the assembly of the cockpit and the empennage to the center fuselage, a statement of work comprised of \( N + M = 48 \) activities, \( N = 43 \) of which are classified as single-mode \( j \in \alpha \) activities, and the remaining \( M = 5 \) activities are classified as multi-mode \( j \in \beta \) activities. Multi-mode activities are highlighted in a lighter shade of grey in Figure 5 and are a subset of activities assigned to the work center \( \beta = \{7, 8, 9, 17, 24\} \). The processing time of activities ranges from 30 minutes to 5.6 hours, where
activities may require multiple resources of $L = 3$ distinct resource types. Human resources assigned to this work center are segregated by their skills, where mechanical assemblers, electrical technicians, and aerodynamic sealers are considered type 1, 2 and 3 resources, respectively, with a budget of $W_1^{\text{max}} = 2$, $W_2^{\text{max}} = 2$, and $W_3^{\text{max}} = 2$. Figure 5 is the activity-on-node network diagram for the statement of work assigned to this work center. It can be demonstrated through this figure that activities are highly interdependent, where there exist 101 interdependency relationships between $N + M = 48$ activities. For the purpose of this study, interdependencies $P'_{ji}$ between activities $j$ and $j'$ are represented through a $48 \times 48$ matrix. Concurrency and non-concurrency activities are similarly represented through matrices in developing a generic metaheuristic compatible with solving different work center scheduling problems in LVLVPS. Activities are assigned to three distinct zones $I = 3$, where the maximum allowable capacity for zone 1, 2, and 3 are set to $Z_1 = 6$, $Z_2 = 4$, and $Z_3 = 6$, respectively.

This case study is solved using a GA, coded in MATLAB on a 64-bit Windows operating system with an Intel 6th generation i7 processor, operating at 2.6GHz with 16.0GB RAM. We used the response surface methodology to tune the algorithm’s parameters, which are the number of iterations ($NOI$), size of the initial population ($npop$), crossover probability ($p_c$), and mutation probability ($p_m$). The ranges of these parameters and their optimal values are presented in Table 1.

As is presented in Table 1, the optimal parameters of the GA are $Npop = 70, p_c = 0.7$ and $p_m = 0.3$. To have a fair evaluation between all combinations of the parameters in this stage, we set the GA to check 100,000 individuals. So, the optimal value of $NOI$ is calculated as follows: $NOI = 100'000 / npop = 100'000 / 70 \approx 1400$. However, when we started solving the main instance, the algorithm converged to its optimal value after approximately 800 interactions (in different algorithm runs). So, we reduced the range of $NOI$ to 1000 to reduce the computational time of the algorithm.

Two scenarios are considered for solving the model, one with Travel Work Permitted and the second with Travel Work Prohibited. For each scenario, the GA is run 30 times, and the best case, the worst case, and the range of outputs in the objective function and the computational times are reported in figure 6.

As presented in Figure 6a, the number of traveled jobs in scenario 1 is between 9 to 12 in all iterations of GA. Figure 6b illustrates that the jobs’ completion time of 30 iterations of GA is between 51.1 and 56.8 hours. Moreover, Figure 6c shows no significant difference between the GA elapsed time in 30 iterations of GA for both scenarios. The results of the best case for both scenarios are reported in Table 2.
Figures 7 and 8 illustrate the Gantt chart for both scenarios.

Insert Figures 7 and 8 here

Figures 9 through 16 are the comparative illustration of both scenarios. Figure 9 illustrates the successful satisfaction of the interdependency constraints, where the $x$-axis represents the interdependency identifier, and the $y$-axis represents the slack time in hours. The slack times equal to or greater than zero are evidence that a successor activity has started upon or after completing a predecessor activity.

Insert Fig. 9 here

Figures 10, 11, and 12 demonstrated resource usage and utilization for type 1, type 2, and type 3 resources, representing mechanical assemblers, electrical technicians, and aerodynamic sealers. The dashed horizontal line denotes resource availability for each classification, and the bars represent the utilized number of resources.

Insert Figures 10 to 12 here

Note that resource requirements are calculated at the starting time of each activity, represented through the $x$-axis. Figure 13 highlights the overall resource availability and utilization.

Insert Fig. 13 here

It is demonstrated through Figures 9 through 13 that all resource constraints are successfully satisfied as the usage bars do not exceed the dashed line, representing resource constraints at any time interval. Figures 14, 15, and 16 are similarly appended, representing zonal utilization for zones 1, 2, and 3, respectively, where the dashed line represents the zonal capacity or the maximum number of resources that can be simultaneously assigned to each zone. The bars represent the actual number of resources assigned to each zone at the starting time of each activity, validating that all zonal constraints were successfully satisfied. Thus, the proposed optimization model is effective in modeling and solving complex scheduling problems in LVLVPS, where the strict enforcement of time and resources are in effect, resulting in the potential traveling of incomplete activities.

Insert Figures 14 to 16 here

6. Conclusion

This paper proposes a novel approach for modeling and solving large-scale scheduling problems in LVLVPS. Despite the scholarly advancements in sequencing and scheduling optimization methodologies and heuristics for a wide range of production systems, limited research has been reported on mathematical programming and heuristic approaches for modeling and solving scheduling problems in LVLVPS. The proposed non-linear multi-objective continuous-time mathematical programming models and the GA are developed to accurately model the characteristics and constraints inherent in such production systems. A case study of a work center in the final assembly line of a narrow body dual-engine aircraft was
conducted to validate and verify the proposed metaheuristics. This case study concludes that the proposed optimization models effectively model complex and large-scale scheduling problems in LVLVPS. The two problem types prescribed in this paper are validated through this case study, where travel work, referring to the omission of incomplete activities, may be permitted or prohibited depending on the nature of work assigned to the work center. In scenarios where travel work is permitted through the strict enforcement of time and resources, the algorithm searches for the optimum sequence that minimizes the number of resources required to complete the maximum number of resources.

On the contrary, in scenarios prohibiting travel work, the proposed mathematical programming model and the GA searches the solution space for the optimum activity execution sequence that minimizes the positive deviation of the work center completion time to the imposed takt time while minimizing the positive deviation to resource budgets, in completion of the pre-defined statement of work. This research can be further extended to incorporate efficiency factors, shared resource pools between multiple parallel work centers, as well as shared resource pools between adjacent work centers. We hereby hope to have advanced and motivated further research in scheduling optimization strategies in LVLVPS.
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Table 1.
Ranges of the GA’s parameters and their tuned optimal values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower level</th>
<th>Upper level</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>npop</td>
<td>50</td>
<td>200</td>
<td>70</td>
</tr>
<tr>
<td>p_r</td>
<td>0.7</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>p_m</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 2.
The output of GA for the best solution of both scenarios.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value for Scenario 1</th>
<th>Value for Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of completed jobs</td>
<td>0</td>
<td>48</td>
</tr>
<tr>
<td>Number of incompleted jobs (traveling jobs, $\delta_{p}^+ + \delta_{b}^+$)</td>
<td>9</td>
<td>39</td>
</tr>
<tr>
<td>Reduction in resources $\left( \sum_{l} \delta_{wl}^3 \right)$</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Resource positive deviation $\left( \sum_{l} \delta_{wl}^+ \right)$</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Jobs total completion time (hours)</td>
<td>60.3</td>
<td>51.1</td>
</tr>
</tbody>
</table>
Fig. 2: Activity attributes, assumptions, and constraints.

<table>
<thead>
<tr>
<th>Activity Attributes</th>
<th>Assumptions</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Processing Time</td>
<td>• Continuous Processing Time</td>
<td>• Resource Constraints</td>
</tr>
<tr>
<td>• Preceding Activities</td>
<td>• Continuous Planning Horizon</td>
<td>• Time Constraints</td>
</tr>
<tr>
<td>• Lead &amp; Lag Times</td>
<td>• Pre-emption is Prohibited</td>
<td>• Precedence Constraints</td>
</tr>
<tr>
<td>• Single or Multi-Mode</td>
<td>• Equal Resource Capacity per Shift</td>
<td>• Lead &amp; Lag Time Constraints</td>
</tr>
<tr>
<td>• Resource Classification</td>
<td>• Equal Resource Efficiency</td>
<td>• Non-Concurrency Constraints</td>
</tr>
<tr>
<td>• Resource Quantity</td>
<td>• Activities May Travel</td>
<td>• Concurrency Constraints</td>
</tr>
<tr>
<td>• Zonal Assignment</td>
<td></td>
<td>• Earliest Start &amp; Finish Times</td>
</tr>
<tr>
<td>• Earliest Start &amp; Finish</td>
<td></td>
<td>• Latest Start &amp; Finish Times</td>
</tr>
<tr>
<td>• Latest Start &amp; Finish</td>
<td></td>
<td>• Scheduling of All Jobs</td>
</tr>
</tbody>
</table>
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Fig. 3: Chromosome Representation.

Fig. 4: Crossover strategy example.
Fig. 5: Activity-on-node network diagram.

6a: Number of traveled jobs for 30 solved instances.

6b: Jobs completion times for 30 solved instances.

6c GA elapsed time for 30 solve instances – scenario 1 and scenario 2.
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