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Abstract. The �nancial time series data is a highly nonlinear signal and hence di�cult
to predict precisely. The prediction accuracy can be improved by linearizing the signal. In
this paper, the nonlinear data sample is linearized by decomposing it into several Intrinsic
Mode Functions (IMFs). A hybrid multi-layer decomposition technique is developed.
The decomposition method proposed in this paper is composed of both Empirical Mode
Decomposition (EMD) and Variational Mode Decomposition (VMD) methods individually.
As a new contribution to the previous literature in this study, the VMD is used to
decompose further the higher frequency signals obtained from the EMD-based decomposed
signal. The result analysis shows that the double decomposition technique improves
prediction accuracy. This is a new introduction to the �eld of stock market prediction.
The prediction accuracy of the proposed model is veri�ed by applying it to three di�erent
stock market data. Historical data (closing price) is implemented to obtain one day ahead
predicted closing price. Comparative analysis of other previously implemented methods
like Back Propagation Neural Network (BPNN), Support Vector Machine (SVM), Arti�cial
Neural Network (ANN), and Extreme Learning Machine (ELM), along with the proposed
method, is performed. Firey algorithm is implemented for optimizing the kernel factors.
It is observed that the proposed hybrid model outperformed other methods discussed in
this study.
© 2023 Sharif University of Technology. All rights reserved.

1. Introduction

The main di�culty in predicting the accurate price of
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the stock market is due to the nonlinearity present in
the stock market data. It is an important aspect from
the investor's point of view as it will reduce the risk
caused due to future trends.

The highly uctuating nature of the stock market
makes it di�cult to predict future trends in investment.
A precise computational technique is needed to predict
the stock price movement.

An accurate prediction model is attracting the
interest of researchers and �nancial investors. An
accurate prediction of the future trend in the stock
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market reduces the risk of the investors for probable
loss [1,2].

1.1. Literature review
To increase the prediction accuracy, di�erent prediction
model has been developed in recent years for predicting
the �nancial market. Various arti�cial intelligence
models have shown promising contributions to stock
market prediction. Prediction models can be catego-
rized as statistical, arti�cial intelligence, and hybrid
models. In the previous study, the mostly imple-
mented model was the statistical model. Traditional
approaches extensively used previously are Autoregres-
sive Moving Average Model (ARMA), Autoregressive
Integrated Moving Average (ARIMA), Autoregressive
Moving Average with eXogenous inputs (ARMAX),
Generalized Autoregressive Conditional Heteroskedas-
ticity (GARCH), etc [3{5]. The main drawback of these
models is that they are incapable of handling nonlinear
data, the computational complexity is more, and the
problem of local minima, therefore, slow convergence
rate. These limitations led to the introduction of
other new models for more accurate predictions. These
new models include Back Propagation Neural Net-
work (BPNN), Arti�cial Neural Network (ANN), Feed-
Forward Neural Network (FFNN), Support Vector
Machine (SVM), Recurrent Neural Network (RNN),
and Extreme Learning Machine (ELM) [6{11]. The
Single layered feed-forward neural network gained more
importance because of less computational complexity
and hence more accurate prediction. ELM depends
on the propitious selection of the hidden neurons and
the activation function for stability and generaliza-
tion. The limitation of ELM is the selection of the
number of neurons in the hidden layer and weight
matrix. To solve this problem, the kernel function
came into existence. This improved the stability and
generalization of the method. The kernel function
enhances the system stability, and when applied in
combination with the ELM technique, it is termed
a Kernel-based Extreme Learning Machine (KELM)
[12]. The basic concept of KELM is such that the
kernel matrix is formulated to describe the feature
mapping where no random weights are used for its
processing. The only concern of this process is the
choice of kernel function and its parameters. The
limitations of the parameter choice are performed by
an optimization technique. Previous literature shows
that di�erent optimization techniques like the Par-
ticle Swarm Optimization (PSO), Genetic Algorithm
(GA), �sh swarm optimization, fruit y, �rey, etc.,
were used for both weight and parameter optimization
[13{18]. This study compares di�erent optimization
techniques and shows that the Firey Algorithm (FA)
gives better results in less time than other optimization
techniques.

1.2. Objective
As the main objective of the study is to have better
prediction accuracy, the traditional prediction model
lacks the ability of precise predictions because of the
nonlinearity present in the �nancial data. Previously
researchers have tried solving the data's complexity
with the help of decomposition techniques. The nonlin-
earity present in the original dataset is handled using
di�erent decomposition techniques before proceeding
to the prediction model. The previous literature study
shows that a single-layer decomposition can deal with
the nonlinear signal but is sometimes limited to a cer-
tain extent. Hence not able to deal with the irregular
nature of the time-series data. Therefore, this paper
proposes a new hybrid model combining two decom-
position techniques and a parameter-optimized predic-
tion technique. Previously di�erent single prediction
methods were implied by the previous researchers, but
the main challenge is handling the data's nonlinearity.
This further led to the introduction of decomposition
techniques, which increased the predictive accuracy. In
[19], the authors described a hybrid model for wind
speed prediction where wavelet packet transform was
implemented along with the Least Squares Support
Vector Machines (LSSVM) technique. Various re-
search was performed in di�erent �elds of the applica-
tion implementing di�erent decomposition techniques
like Wavelet Decomposition (WD), Empirical Wavelet
Transform (EWT), Empirical Mode Decomposition
(EMD), and Variational Mode Decomposition (VMD)
combined with various prediction techniques for re-
ducing the noise or nonlinearity present in the signal
[12,20{24]. These studies showed the ability of the
prediction technique up to a certain extent, as the
single decomposition layer cannot reduce the signal
nonlinearity, and there lies a probability of further
improving the model's prediction ability. Considering
the decomposition property in this paper, a multi-layer
decomposition technique is introduced.

1.3. Contribution
The main contribution of the paper can be summarised
in three parts: in the �rst part, multi-layer decom-
position is performed; initially, a single decomposition
technique was implemented to decompose the entire
data set, but as newness to the already existing tech-
nique in this paper multi-layer decomposition concept
is used which further decomposes the higher frequency
Intrinsic Mode Function (IMF) for providing more
accurate predicted result. Secondly, the kernel extreme
learning machine is implemented, and it is observed
that a multi-kernel function or combination of more
than one kernel function provided more accurate results
without much e�ect on the computational time. Lastly,
the kernel parameters were chosen with the help of
�rey optimization. At �rst, the EMD technique is
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employed to decompose the original nonlinear stock
market data into several IMFs and a residual where
each IMF is of a di�erent frequency band. The higher
frequency IMFs may cause a problem in prediction
accuracy; hence, another decomposition model termed
VMD is applied to higher frequency IMF for further
decomposition, providing more accurate prediction.
The IMFs obtained after multi-layer decomposition are
fed as the input to the kernel-based ELM; as discussed
earlier, the main problem of the kernel function is the
choice of parameter, which is solved using the FA-based
optimization technique. Based on the aforementioned
literature survey, the main contribution of the paper
can be segregated into the following three aspects:
�rstly, the hybrid model composed of a two-layered
decomposition technique and FA-MKELM for �nancial
market prediction. Although the single decomposition
process EMD has an extensive application in stock
market prediction, as in [25] and [26], the researchers
have used the EMD-based decomposition to solve the
�nancial market prediction issue. However, another
issue has been emphasized by the researchers where
the �rst IMF with higher frequency gets inuenced
by various stochastic factors, thereby making the
prediction more di�cult. Hence, this study gives a
unique model with a two-layered decomposition tech-
nique tackling the aforementioned issues. The VMD
technique speci�cally decomposes the higher frequency
IMF into several IMFs, thus reducing the nonlinearity
of the time-series model; as shown in [12], the VMD
shows better performance than the EMD; hence it
is chosen to decompose the higher frequency IMF.
Secondly: the FA is applied to optimize the kernel
parameters of the multi-kernel technique giving a more
accurate prediction result. And lastly, four di�erent
stock market data (BSE, NSE, S&P500, and SSE)
of di�erent regions were considered for evaluating the
proposed model's performance capability. This type of
prediction is not performed in the �eld of the stock
market and can be proved bene�cial for investors.

The rest of the paper is organized as follows:
Section 2 describes the di�erent decomposition tech-
niques implemented in this paper for error minimiza-
tion purposes. Section 3 briey describes di�erent
prediction techniques, whereas Section 4 demonstrates
the proposed hybrid (EMD-VMD-FA-MKELM) model.
Section 5 demonstrates the experimental result and
analysis result; lastly, Section 6 concludes the paper
along with the future scope.

2. Data pre-processing

2.1. Empirical Mode Decomposition (EMD)
EMD is a comparatively easily implemented time series
decomposition technique whose main motive is to
decompose the nonlinear data unless converted to a

stationary signal. The main disadvantage, i.e., the
uncertainty limitation factor of the previously imple-
mented EWT technique, is solved by this technique.
With the help of this technique, the primary signal
is decomposed into several small and �nite number of
IMFs and a residue using the Hilbert-Huang Transform
(HHT) [21].

IMF is a hidden oscillation mode that satis�es
certain conditions as mentioned below:

(1) The total number of zero crossing and extrema
should be equal, or else the di�erence between
them should not exceed one;

(2) At any instant, the mean value denoted by the
local maxima and minima is always zero.

The IMF-based decomposition can be provided as
follows:

(a) Each local extrema should be pinpointed;
(b) The technique for producing the lower envelope is

repeated after connecting the local maxima with a
cubic spline line for the higher envelope since the
upper and lower envelope should cover all the data
between them [13].

The mean is designated as meann(t), and the
di�erence between the signal and mean, i.e., xn(t) and
meann(t) behaves as the �rst component Hn(t), where
Hn(t) can be denoted as:

Hn (t) = xn (t)�meann (t) : (1)

In ideal conditions, the de�nition of IMF is satis�ed
by Hn(t). This applies only to some cases, as a new
extremum gets introduced every time while changing
the local zero from a rectangular to a curvilinear
system. Corresponding adjustments are made, and
hence the repetition of the process continues [12].

Changing local zero from a rectangular to a
curved system introduces new extrema, necessitating
changes, so that doesn't happen in most circumstances,
necessitating repeat and shifting of the method [12].
Hn(t) is now considered to be a proto-IMF, and the
next iteration of data is expressed as follows:

Hn1 (t) = Hn (t)�meann1 (t) : (2)

The process of shifting continues for k number of times
unless Hnk becomes the true IMF, that is:

Hnk (t) = Hn(k�1) (t)�meannk (t) ; (3)

and �nally, it is designated as:

cn (t) = Hnk (t) : (4)

The stopping criterion for this shifting process was
suggested by Guo et al. [21], a normalized squared dif-
ference between the two successive shifting operations
is required.
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S1Dk =
TX
t=0

��Hn(k�1) (t)�Hnk (t)
��

H2
n(k�1) (t)

2

: (5)

cn(t) along with the rest of the data, can be separated
as:

rn (t) = xn (t)� cn (t) : (6)

Therefore the residue obtained is termed as rn(t), that
consists of a component with a more extended period
than the previous component. This is considered as
the new signal, repetition of the process determines the
second and further IMFs and the residue (cn2(t) and
rn2(t)). The repetition of the procedure results in:

rni (t) = rn(i�1) (t)� cni (t) ; (7)

where i = 1; 2; 3; :::;m.
A predetermined value ends the shifting process, thus
reconstructing the �nal signal after the cumulative
summation of all the IMFs. The �nal output signal
is determined as follows:

xn (t) =
mX
i=1

cni (t) + rnm (t) : (8)

2.2. Variational Mode Decomposition (VMD)
The main aim of the VMD technique is a non-recursive
decomposition of a valued signal into various modes.
The original signal (X) is decomposed into several
modes within a limited bandwidth. These individual
modes are termed XK . It is needful for each mode K to
be compact about a center pulsation (WK) in addition
to the decomposition. Each mode maintains a speci�c
sparsity. Sparsity is de�ned as the bandwidth within
its spectral domain. The following algorithm deter-
mines the bandwidth of each mode. The performance
capability of the VMD is shown in [12,13]:

1. The unilateral frequency spectrum is attainted by
applying HHT to the mode XK ;

2. The frequency spectrum of a speci�c mode is repro-
grammed to the baseband region; this is performed
by mixing an exponential tuned to its corresponding
approximated center frequencies;

3. The bandwidth of each mode is estimated using the
demodulated signal's Gaussian smoothness, which
is also known as the norm of the gradient.

The following solution helps in obtaining the
VMD [27,28], where each mode denoted as XK(t) is
associated with an analytical signal with the help of
HHT:�

� (t) +
j
�t

�
�XK (t) : (9)

Each mode's frequency spectrum is shifted to its
estimated central frequency, as given below:

��
� (t) +

j
�t

�
�XK (t)

��j!Kt
e

: (10)

After the bandwidth estimation, the resulting con-
strained variational problem is expressed as:

minfXKg�fWKg

� KX
K=1

��������@t��� (t) +
j
� t

�
�XK (t)

�
e�jwKt

��������2
2

�
: (11)

Such that:
KX
K=1

XK = X: (12)

The original signal (X) is decomposed fXKg into a
set of modes termed as fX1; X2; :::; XKg. WK is the
set of center pulsation, i.e., fW1;W2; :::;WKg. K
is the number of modes, � is the convolution. � is
known as the Dirac distribution. The above-mentioned
constrained problem can be modi�ed as:
L (fXKg ; fWKg ; �) : =

�
KX
K=1

��������@t ��� (t) +
j
�t

�
�XK (t)

�
e�jwKt

��������2
2

+

����������X (t)�
KX
K=1

XK (t)

����������2
2

+

*
� (t) ; X (t)�

KX
K=1

XK (t)

+
: (13)

Eq. (11) is obtained as a progression to the itera-
tive measures commonly termed ADMM (Alternate
Direction Method of Multipliers). ADMM is applied
to obtain the saddle point of the previously derived
augmented Lagrange expression:

Xn+1
K = arg

XK2X
min

�
�
��������@ (t)

��
� (t) +

j
�t

�
�XK (t)

�
e�j!Kt

��������2
2
+
��������X (t)�X

i

Xi (t)+
� (t)

2

��������2
2

�
: (14)

By applying Perceval Fourier isometry to Eq. (12)
and WK and

P
iXi(t) correspond to Wn+1

k andP
iK Xi(t)n+1, respectively.

Xn+1
K = arg

X̂K ;XK2X

�
�
��������j!�(1 + sgn (! + !K))

X̂K (! + !K)
���������2

2
+
��������X̂ (!)

�X
i

X̂i (!) +
� (!)

2

��������2
2

�
: (15)
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The new solution obtained for XK and WK are as
follows:

!n+1
K = arg

!K
min

8<: 1Z
0

(! � !K)
���X̂K (!)

���2d!9=; : (16)

Central frequency !K is further converted to di�erent
frequency domains:

X̂n+1
K (W ) =

X̂ (W )� P
i 6=K

X̂i (W ) + �̂(W )
2

1 + 2�(W �WK)2 ; (17)

Wn+1
K =

1R
0
W
���X̂K (W )

���2dw
1R
0

���X̂K (W )
���2dw ; (18)

here X̂(W ), X̂i(W ), �̂(W ), and X̂n+1
K (W ) are the

Fourier transforms of X(t), Xi(t), �(t), and Xn+1
K (t),

respectively, and n is the total number of iterations.

3. Prediction techniques

This section describes di�erent prediction techniques
included in this paper and the proposed method for
comparison.

3.1. Multi-Kernel Extreme Learning Machine
(M-KELM)

ELM basically performs as an Single-Layer Feedfor-
ward Neural Network (SLFN), the output function
of the basic ELM with L hidden nodes is shown in
Figure 1. Mathematically, it can be presented as:

fk(x) =
LX
i=1

�ihi (x) = h (x)�: (19)

The vector between the hidden neurons (L) and the

output neuron is termed the output vector (�), � =
[�1; �2; :::; �L], the ELM feature mapping function is
expressed as h(x) = [h1(x); h2(x); :::; hL(x)], where the
number of the input sample is represented as X and
x = [x1; x2; :::; xN ]; N is the number of patterns. m
inputs for each pattern, and the hidden layer consist
of L neurons that do not need to be tuned, and thus
the activation function of the hidden neurons could be
comprised of almost any nonlinear piecewise continuous
functions. In this paper, the cos, sine, and tanh
functions were tested, and it was observed that the
tanh function gives a better prediction when compared
with the other two. Thus, the following equation can
be observed using the tanh function as the activation
function:

hi(x)=tanh (wi0+wi1xi1+wi2xi2+:::+wimxim): (20)

Thus, the hidden layer randomized matrix is written
as:

H =

264h(x1)
...

h(xN )

375 =

264h(x1) � � � hL(x1)
...

...
...

h(xN ) � � � hL(xN )

375 ; (21)

and the target vector is given by:

T =

26664
t1
t2
...
tN

37775 : (22)

Eq. (19) is expressed in a matrix form as:

H� = T: (23)

To obtain the solution for the output vector (�), the
over�tting problem needs to be de�ned. Thus, a

Figure 1. Architecture of basic ELM model.
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constrained optimization problem is solved that re-
solves the over�tting problem, contributing to a better
generalization ability than the original basic ELM.
This resembles the structural risk minimization of the
statistical learning theory and is de�ned as:

LCELM =
1
2
jj�jj2 +

1
2
Cjj� jj2: (24)

Such that H� = T � �:
The error vector � is obtained as: � = [�1; �2; :::; �N ],
C ! regularization parameter.

Applying Karush-Kuhn-Tucker (KKT) in
Eq. (24) it can be rewritten as:

LDELM =
1
2
jj�jj2 +

1
2
Cjj� jj2 � �(H� � T + �); (25)

vector of Lagrange multipliers is obtained as � =
[�1; �2; :::; �N ]. By solving Eq. (25) for the optimality
condition, the value of the vector � is obtained as:

� =
�
I
C

+HTH
��1

HTT when N > L; (26)

or � = HT
�
I
C

+HHT
��1

T when N < L: (27)

In this study, the condition N > L is considered, and
I denotes the unity matrix.

The output for the x number of samples compris-
ing m inputs can be denoted as:

f(x)=h(x)
�
I
C

+HTH
��1

HTT for N>: (28)

The condition taken into consideration in this paper is
N > L.
The output vector with N number of patterns is given
as:

O = H
�
I
C

+HTH
��1

HTT for N > L:

The number of neurons present in the hidden layer
and an appropriate activation function determines the
stability and generalization performance of the ELM,
making it an unsolved problem. Bringing in the
concept of kernel function. When the feature mapping
function is unknown, Kernel functions can be used for
the ELM to provide better stability and generalization.
This kernel function-based ELM is called KELM .
Thus, the Kernel matrix for the KELM using the
Mercer theorem can be written as:

KELM=HHT; and KELM(xi; xj)=h(xi)h(xj):
(29)

Thus, the output function is obtained as:

f (x) = h (x)HT
�
KELM +

I
C

��1

T: (30)

Eq. (13) is written in an expanded form as:

f(x)=[(x; x1); (x; x2); :::; (x; xN )]
�
KELM+

I
C

��1

T:
(31)

There are di�erent Kernel functions satisfying the
Mercer condition and are best suited for use. Various
types of kernel functions are namely: Polynomial ker-
nel, Gaussian Kernel, tan hyperbolic kernel (Sigmoid
kernel), and Wavelet kernel. As a new addition to this
study, a new variety of kernels known as the multi-
kernel is also proposed, whereas multi-kernel functions
are a weighted combination of two or more kernels.
Di�erent kernel functions are described below:

(1) Gaussian kernel:

Kg(xi; xj) = exp (� jj(xi � xj)jj2)=(2�2): (32)

(2) Sigmoid kernel:

Ks(xi; xj) = tanh(bxTi xj + c): (33)

(3) Polynomial kernel:

Kp(xi; xj) = (1 + xTi xj=�
2)d; d = 2: (34)

(4) Wavelet kernel:

Kw(xi; xj) = cos
�
e jj(xi � xj) jj

f

�
exp

 
� jj(xi � xj) jj

2

g

!
: (35)

(5) Multi-kernel:

Km (xi; xj) = �1Kp (xi; xj)

+(1� �1)Kw (xi; xj) : (36)

Parameters �, b, c, e, f , and g are to be chosen
appropriately to enhance the performance of the kernel-
based ELM forecasting model. In the case of the multi-
kernel ELM, a global and a local kernel are combined,
the polynomial kernel and sigmoid kernel being the
global kernel, whereas the Gaussian kernel and wavelet
kernel falls under the local kernel category. This paper
combines two best-performing kernel functions to form
the multi-kernel (polynomial and wavelet kernel). For
better performance, the choice of parameters should
be made more accurately, necessitating using an op-
timization technique. The di�erent parameters of the
kernel functions are optimized using an optimization
technique, namely the �rey optimization. Later in
this section, a comprehensive discussion of the FA is
performed.
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3.2. Firey optimization algorithm
It is a meta-heuristic algorithm initially developed
by Yang in the year 2008. The basic characteristic
of the �rey is the ashlight's occurrence due to
the biochemical process termed bioluminescence, these
ash signals are generated for a twofold function, and
it is used for potential mating purposes and also for
warding o� predators. It is based on the principle
of swarm intelligence. The main advantage of this
technique is demonstrated as follows:

� Capable of automatic subdivision, thus provides
satisfactory results for highly nonlinear problems;

� The multi-modal characteristics present in the algo-
rithm can solve the multi-modal problems at a much
higher convergence rate.

The aforementioned advantage leads to its imple-
mentation in various �elds of application, like cluster-
ing [29], image processing [30], and improvement of
seeker optimization [31].

Some of the sophisticated performance criteria of
the �reies for better performance are stated as follows:

All the ies are considered unisex, and thus the
attractiveness between the ies does not depend upon
their sex but rather depends upon the brightness of
the ies. The ies with a lesser intensity of light
move towards the brighter ones, brightness is indirectly
proportional to the distance between the ies, i.e.,
with the decreases in distance, brightness increases.
Brightness is determined by the value of the objective
function; for maximization problems, the brightness
increases with the increase in the value of the objective
function. In this algorithm, the �reies get attracted
due to the ash intensity, which is associated with the
objective function. In other words, a �rey is always
attracted to another �rey with greater intensity.
Di�erent parameters of the FA, like the absorption
coe�cient, attraction coe�cient, population size, and
the number of iterations, must be accurately chosen.
Detailed steps of the FA are presented below:

Step 1. Initialization of the parameters of FA,
absorption coe�cient , attraction coe�cient �.

Step 2. Initialization of the population Pi for i =
1; 2; 3; :::; n

Step 3. Obtain the objective function O for each
population of P .

Step 4. Obtain the best population and best cost
function Pbest and Obest successive to the minimum
O.

Step 5. Increase the counter of iteration i = i+ 1.

Step 6. For Pi do for Pj where Pi 6= Pj do.

Step 7. If Oj < Oi then do:

rij =
rXq

k=1
(Pik � Pjk)2 :

Step 8. If Oj < Oi then do:

rij =
rXq

k=1
(Pik � Pjk)2 :

Step 9. � = �0e�:rij
Pi new = P + �: rand ():

�
P kj � P ki � for k = 1; 2; :::; q:

Step 10. Oi new = f (Pi new).
Step 11. If Oi new < Oi then
instead of Pi, put Pi new.
Step 12. If Oi new < OBest then
replace Pbest with Pi new.
End if
End if
End for
End for
End while
Return best P

The best P obtained is the light intensity value
of the �rey obtained at the end; it is also known
as the best optimization solution. In this paper,
di�erent kernel parameters are optimized using the FA
optimization technique.

4. Proposed technique

This section demonstrates the proposed hybrid (EMD-
VMD-FA-MKELM) model based on multi-layer de-
composition and optimized M-KELM for the prediction
of the stock market. The main structure of this model
is established on the mechanism of the ensemble two-
layered decomposition. The �rst layer is the EMD layer
that decomposes the signal into di�erent IMFs and a
residue, whereas the second layer is implemented to
handle the nonlinearity of the �rst IMF (IMF1) by fur-
ther decomposing it into the number of modes, which
in turn decreases the prediction complication. The FA-
based optimized M-KELM is used to predict di�erent
modes of the nonlinear signal. These modes/ IMFs
further ensemble to predict the stock market data,
IMF1,..., IMF n � 1, Res. The original decomposed
IMF using the EMD technique whereas IMF'1,..., IMF'
n�1, Res' represents their consecutive predicted values.
The details of this model can be well understood in
Figure 2. The detailed performance of the two-layered
decomposition-based ensemble prediction model can be
written in the following steps:

Step 1: Decomposition of the original signal into
the number of IMFs and residue using the EMD
technique;
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Figure 2. Schematic representation of the proposed model.

Step 2: Categorization of the IMFs into high-
frequency (IMF1) and low-frequency IMFs (IMF 2-
IMFn� 1 and Res);

Step 3: Further decomposition of the higher fre-
quency IMF1 into several modes using VMD;

Step 4: Prediction of the modes based on FA-M-
KELM;

Step 5: Obtaining the predicted value of IMF1 is
termed IMF1' by adding up the predicted values
obtained in Step 4;

Step 6: Prediction of the low-frequency IMFs are
performed based on FA-M-KELM; these predicted
IMFs are termed IMF'2,..., IMF' n� 1, and Res;

Step 7: Final prediction of the stock data is obtained
by summing up each predicted IMFs and Res.

5. Experimental result analysis

In this section, a di�erent aspect of the data is shown;
it gives a wide knowledge of the data source and
di�erent input variables implemented to demonstrate
the e�ectiveness of the proposed prediction model.

5.1. Data acquisition
This paper considers four di�erent stock markets for
experimental purposes, which can be categorized under
developing and developed markets. BSE & NSE can
be categorized under the developing market, whereas
S&P 500 and Shanghai stock markets are categorized
as underdeveloped. BSE is one of the leading Indian
markets that comprise 30 blue-chip companies. NSE
comprises 50 companies with core products. And the
other two developed markets considered in this paper
are SSE, which comprises 1615 companies indexed in
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it, and the S&P 500, which is based on 500 compa-
nies. The experimental veri�cation of four di�erent
markets shown in the result analysis section proves the
robustness in performance. It is observed from the
previous studies that variation in the sample marks
an impact on the prediction technique; hence in this
paper, di�erent markets are considered to observe the
performance of the proposed prediction model. In
this study, di�erent market data is considered for
prediction purposes ranging from 3rd January 2014 to
4th January 2020; the data is collected based on a
1-day interval. Out of the total data, 70% was used
for training, while the rest was used for testing. The
result analysis section gives detail on the number of
data. The data is collected from online sources or to
be more precious from yahoo �nance [32]. Di�erent
markets are considered di�erent cases in this study for
a better understanding of the proposed hybrid model
for determining individual market data [33{35]. The
closing price is regarded as the input variable in this
paper.

5.2. Performance index
The e�ciency of the proposed model is testi�ed by
using di�erent performance indices; these performance
indices measure the prediction accuracy by comparing
the di�erence between the predicted output and the
desired output. The result analysis section will show
both tabular and graphical representations of the
di�erent evaluation matrices' values. Among various
performance matrices in this paper, we have considered
the following for measuring the performance of the
proposed model:

Mean Absolute Percentage Error (MAPE)

MAPE =

 
1
N

NX
i=1

jTi � Pij
Ti

!
� 100: (37)

Root Mean Square Error (RMSE):

RMSE =

vuut 1
N

NX
i=1

jT i � Pij2: (38)

Mean Absolute Error (MAE):

MAE =
1
N

NX
i=1

jTi � Pij: (39)

Correlation Coe�cient (R):

Eq. (40) is shown in Box I.

5.3. Result analysis
In this section, details regarding the evaluation of
the model's performance are illustrated, and the four
di�erent data sets are used to explore the predict-
ing capability of the prediction model. The mod-
els implemented in this paper are based on coding
performed in MATLAB 15, using a system with the
speci�cation i5, 64 bit, 4 GB ram, and CPU 7200U
@2.50 Ghz. Each data set is divided into training
and testing data, where 70% of the data is fed as
the training data while the rest 30% is considered the
testing set. Four di�erent �nancial market data are
treated as four di�erent case studies, and a comparative
study is performed using di�erent other prediction
models like ELM, EMD-KELM, VMD-KELM, and the
proposed hybrid model (EMD-VMD-FA-MKELM). A
clear illustration of the prediction performed using the
proposed model is performed by initially decomposing
the original stock market signal; the FA-MKELM
is utilized for predicting the IMFs and the residue.
Initially, the EMD model decomposes the nonlinear
original �nancial data series into several IMFs and
a residue; further from the EMD-based decomposed
signal, as shown in (Figure 4), it can be well observed
that the IMF1 is of higher frequency as compared
to the other IMFs. Hence it may lead to inferior
execution of the proposed hybrid model; thus, a better
decomposition technique is implemented to decompose
the IMF1, thus performing the second decomposition
of the multi-layer decomposition, thereby providing a
better prediction result.

Di�erent parameters of the FA are chosen, which
imparts better prediction output; parameters like the
number of iterations, the population of �reies, ran-
domness factor (�), attraction coe�cient (�), and
absorption coe�cient (�) need to be appropriately
selected for obtaining the better result, the parameter
values are demonstrated in Table 1, these parameters
are constantly maintained throughout the paper for

R =

�
N

NP
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T (xi):P (xi)� NP
i=1

T (xi)
NP
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Box I
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Table 1. Parameters of �rey optimization algorithm.

Speci�cations Values

Number of iteration 100

Population of �rey 50

Attraction coe�cient (�0) 0.9

Absorption coe�cient () 1

Figure 3. Original closing price of BSE market.

keeping the uniformity of the model. The optimized
and non-optimized values of di�erent kernel parameters
are described for di�erent case studies. The whole
data is normalized between a common scale (0 to 1 is
considered in this study) to reduce data redundancy,
thereby increasing the data consistency; Eq. (41) is
implemented to normalize the data further. It is helpful
to perform the comparative study when di�erent mar-
kets are taken into consideration; for example, in this
paper, the closing price of the BSE and NSE market
is obtained in Indian Rupee (INR) while the S&P 500
and Shanghai Stock Exchange (SSE) market is in US
dollars; hence the normalized values gives uniformity
to the market data. Di�erent comparative studies are
performed to mark the outperforming nature of the
hybrid model in comparison to other models embedded
with single decomposition techniques, further discussed
in the following sub-section:

N 0 =
N �Nmin

Nmax �Nmin
; (41)

here N 0 is considered to be the normalized value of
the whole dataset, whereas N is the total data that
is normalized while Nmin and Nmax represents the
minimum and maximum stock price, respectively.

The �rst stock market considered for implement-
ing the proposed prediction technique is a developing
market. The original BSE data for a one-day interval is
shown in Figure 3, which clearly shows the nonlinearity
of the data; hence the necessity of the decomposition
technique is well understood; the x-axis determines the

Table 2a. Optimized kernel parameters of the
multi-kernel function for the BSE stock market.

Time interval
Optimized kernel parameters

� g �1 e f

One-day interval 0.25 0.58 1.77 2.56 0.97

Table 2b. Non-optimized kernel parameters of single
kernel function for BSE stock market.

Time interval
Non-optimized kernel parameters

� g c e f �

One-day interval 0.8 1.82 0.84 2.3 0.85 1.63

number of days, whereas the y-axis gives the original
closing price of the BSE market in INR.

Figure 4 shows the EMD-based decomposition
where the IMFs ranged from higher to lower fre-
quency. The original signal is decomposed into 10
IMFs (9 IMFs and a residue), IMF1 being the high-
est frequency signal with maximum details of the
stock market and residue being the lowest frequency
signal. IMF1 with maximum frequency is further
decomposed using the VMD technique described in
Figure 5, which shows 12 di�erent modes of the IMF1
obtained from EMD-based decomposition, a total num-
ber of 1486 data is chosen (Jan-2014{Jan 2020), of
which 1040 observations are considered for training
and the rest 446 observations are considered testing
data.

The FA is used to optimize di�erent kernel param-
eters of the M-KELM; the optimized values are shown
in Table 2a, whereas the un-optimized parameters of
other kernel functions are mentioned in Table 2b; this
is obtained by trial-and-error method with the help of
authors previous experience, a total number of 10 trials
are performed, and the values with minimum error is
considered.

Convergence graphs for the BSE market are
shown in Figure 6, and the minimum cost function
corresponding to a particular number of iterations is
presented on the y-axis. The total number of iterations
considered is 100 in this study and the minimum value
of the RMSE (cost function) is observed; thus, the
parameter values corresponding to the minimum cost
function are the desired optimized value.

Table 3 shows a comparative study of di�erent
kernel functions to show the best-performing kernel
function; it can be observed that among the single
kernel models (without any decomposition and opti-
mization), the best-performing models are polynomial
and wavelet. Hence these two better-performing kernel
functions are combined to obtain the multi-kernel
function.
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Figure 4. EMD-based decomposition of the BSE stock market data.

Figure 5. VMD-based decomposition of the BSE stock market data.
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Table 3. Comparative study of di�erent kernel functions for the BSE stock market.

Performance indices G-KELM P-KELM W-KELM S-KELM

MAPE 3.478 2.926 2.653 3.229

MAE 0.339 0.274 0.268 0.301

RMSE 0.36 0.47 0.273 0.39

Table 4. Performance evaluation of EMD-VMD-FA-MKELM compared to other prediction models based on di�erent
values examined on the BSE stock market data.

Methods MAPE (%) MAE (P.U) RMSE (P.U) R Ex (sec)

ELM 3.756 0.125 0.135 0.966 98.04

M-KELM 3.134 0.104 0.105 0.971 102.45

EMD-MKELM 1.656 0.052 0.055 0.995 110.66

VMD-MKELM 1.177 0.039 0.041 0.996 119.58

FA-MKELM 2.471 0.082 0.083 0.979 105.75

EMD-VMD-FA-MKELM 0.274 0.009 0.008 0.998 121.35

Note. Ex: Execution Time.

Figure 6. Convergence graph of BSE stock market data
using FA.

� A comparative study of the di�erent prediction
models and the proposed hybrid model in accor-
dance with varying indices of performance are shown
in Table 4; the minimum error is observed in the
case of the hybrid model with a MAPE value of
0.274%, followed by M-KELM, FA-MKELM, EMD-
MKELM, and VDM-MKELM with a MAPE value
of 3.134%, 2.47%, 1.65%, and 1.77% respectively,
the MAPE value describes the statistical measure-
ment of the prediction models accuracy, and the
computational time needed to perform the test
is 121.35 sec which is not much more than the
previously implemented methods. The RMSE value
describes the distance between the actual and the
predicted value, and the correlation coe�cient (R)
shows the relationship between the actual and the
predicted nearer to 1 means holding a suitable
relation; we can observe from the table that the R-

Figure 7. Comparative study of di�erent one-day ahead
prediction techniques.

value of the proposed model is 0.99 which means a
more signi�cant relation between the actual and the
predicted. The corresponding graphical representa-
tion is given in Figure 7. From the �gure, it can
be well observed that the proposed hybrid model
performs better than various single decomposition-
based models;

� A similar trend is followed for the NSE, SSE, and
S&P 500 market data. The original data is shown
in Figure 8(a), (b), and (c), respectively.

Figure 9 describes the two-layered decomposition
of the NSE market where Figure 9(a) represents the
EMD-based decomposition of the NSE data set, and
Figure 9(b) represents the further decomposition of
the higher frequency IMF (IMF1) using VMD obtained
from the previous EMD-based technique.

Figure 10 shows the FA-based convergence graph
of the NSE market, followed by a comparative study of
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Figure 8. Original closing price data of di�erent stock markets for a range of January 2014-January 2020; (a) NSE
market closing price, (b) S&P 500 market closing price, and (c) SSE market closing price.

Figure 9. The two-layer decomposition based on EMD and VMD, (a) EMD-based decomposition of the NSE market and
(b) VMD-based decomposition of IMF1 obtained using EMD for NES market.

Figure 10. Convergence graph of NSE stock market data
using FA.

di�erent prediction models for one-day ahead predic-
tion of the closing price of the NSE market in Figure 11.
The corresponding error values are explained in Table

Figure 11. Comparative study of di�erent one-day ahead
prediction techniques.

5, where it can be observed that the proposed model
outperforms all other models. In this case, a total
number of 1513 data is considered for one-day ahead
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Table 5. Performance evaluation of EMD-VMD-FA-MKELM compared to other prediction models based on di�erent
values examined on the NSE stock market data.

Methods MAPE (%) MAE (P.U) RMSE (P.U) R Ex (sec)
ELM 3.280 0.081 0.086 0.890 97.64
M-KELM 2.879 0.071 0.075 0.972 95.58
EMD-MKELM 1.897 0.047 0.049 0.986 109.44
VMD-MKELM 1.194 0.027 0.029 0.996 110.76
FA-MKELM 2.398 0.059 0.063 0.994 94.85
EMD-VMD-FA-MKELM 0.662 0.016 0.027 0.998 122.60

Note. Ex: Execution Time.

Figure 12. The two-layer decomposition based on EMD and VMD, (a) EMD-based decomposition of the S&P 500
market and (b) VMD-based decomposition of IMF1 obtained using EMD for the S&P 500 market.

price prediction, out of which 1059 data were consid-
ered for training and the rest 454 data were executed
for testing, and the best MAPE value is observed to be
0.66% followed by the rest of the models.

The optimized values of the kernel parameters
corresponding to the minimum cost function are as
follows: � = 0:32, g = 0:66, �1 = 1:53, e =
2:42, and f = 1:02. Figure 12 describes the two-
layered decomposition method, where Figure 12(a)
shows the EMD-based decomposition of the whole S&P
500 market data set, and Figure 12(b) shows the VMD-
based decomposition of the EMDs �rst IMF (IMF1).

Figure 13 shows the convergence graph of the S&P
500 data set where the optimized kernel parameters
obtained are � = 0:55, g = 0:72, �1 = 1:05, e = 2:11,
and f = 1:52. It consists of a total of 1513 data, from
which 1059 data are treated for training, whereas the
rest 454 data are treated for testing, and the MAPE
value obtained using the proposed hybrid model is
0.461%.

Figure 13. Convergence graph of S&P 500 stock market
data using FA.

Figure 14 shows the comparison between di�erent
prediction models, and it is observed that the proposed
model performs better, irrespective of the stock market.
A detail of di�erent error values is given in Table 6.

A similar trend is observed for the SSE market
Figure 15 shows the EMD and VMD-based decompo-
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Table 6. Performance evaluation of EMD-VMD-FA-MKELM compared to other prediction models based on di�erent
values examined on the S&P 500 stock market data.

Methods MAPE (%) MAE (P.U) RMSE (P.U) R Ex (sec)

ELM 3.524 0.117 0.119 0.965 96.58

M-KELM 2.704 0.090 0.091 0.978 129.43

EMD-MKELM 1.797 0.059 0.061 0.991 135.62

VMD-MKELM 1.339 0.0447 0.045 0.994 137.26

FA-MKELM 2.322 0.117 0.119 0.983 98.42

EMD-VMD-FA-MKELM 0.461 0.017 0.008 0.998 140.33

Note. Ex: Execution Time.

Table 7. Performance evaluation of EMD-VMD-FA-MKELM compared to other prediction models based on di�erent
values examined on the SSE stock market data.

Methods MAPE (%) MAE (P.U) RMSE (P.U) R Ex (sec)

ELM 3.574 0.049 0.050 0.978 94.35

M-KELM 3.340 0.045 0.047 0.976 95.79

EMD-MKELM 2.201 0.030 0.031 0.985 98.75

VMD-MKELM 1.608 0.022 0.024 0.996 102.63

FA-MKELM 2.439 0.033 0.034 0.986 96.39

EMD-VMD-FA-MKELM 0.437 0.007 0.006 0.998 110.20

Note. Ex: Execution Time.

Figure 14. Comparative study of di�erent one-day ahead
prediction techniques.

sition of the SSE market for higher frequency IMF.
Figure 16 shows the convergence graph, and the op-
timal values observed are listed as follows: � = 0:12,
g = 0:74, �1 = 1:22, e = 2:81, and f = 1:04.

Figure 17 shows a comparative study of the
di�erent prediction models for predicting the closing
price of the SSE market, and the corresponding values
are shown in Table 7.

Figure 18 compares the performance of various
prediction models at the di�erent stock markets per

MAPE value. All the result shows the superiority
of the proposed technique. Table 8 shows a compar-
ative analysis of di�erent optimization techniques in
combination with the multi-kernel ELM, thus stating
the reason behind choosing the FA algorithm. It
can be observed that the FA �ts better with the
MKELM compared to other techniques for the error
minimization problem.

6. Conclusion and future scope

Stock market analysis and precise prediction are of
utmost importance. In this paper, the prediction of
four di�erent stock markets is performed using the
two-layer decomposition technique, as shown in the
result analysis. BSE, NSE, Shanghai Stock Exchange
(SSE), and S&P 500. The comparison study be-
tween Extreme Learning Machine (ELM), MKELM,
FA-MKELMEMD-MKELM, VMD-MKELM, and the
proposed hybrid model shows that the double decom-
position performs better than the single decomposition
and basic model. The hybrid model o�ers a Mean
Absolute Percentage Error (MAPE) value of 0.274%,
which is relatively low compared to 0.662%, 0.461%
and 0.437% for BSE, NSE, S&P 500, and SSE stock
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Figure 15. The two-layer decomposition based on EMD and VMD, (a) EMD-based decomposition of the SSE market, (b)
VMD-based decomposition of IMF1 obtained using EMD for SSE market.

Figure 16. Convergence graph of SSE stock market data
using FA.

Figure 17. Comparative study of di�erent one-day ahead
prediction techniques.

Figure 18. Comparative study of MAPE value for
di�erent prediction techniques.

markets, respectively, which is quite less than other
models.

The primary drawback of the kernel-based ELM
is the selection of di�erent kernel parameters, which is
further managed with the help of FA, which provides
the optimized values of the kernel parameters, thereby
providing a more accurate stock market prediction.
Although there is an increase in execution time, the
proposed model outperforms the basic single models.
The statistical representation of the MAPE values
in the di�erent markets shows the uniformity and
robustness of the proposed technique. In the future,
this study can be extended further by providing input
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Table 8. Performance evaluation of di�erent optimization techniques in combination with M-KELM implemented at the
di�erent stock market.

Stock
market

Optimization
technique

MAPE (%) No. of
iteration

Computational
time (sec)

BSE PSO 2.735 100 112.02
GA 2.721 100 111.34
FFA 2.687 100 99.54
FA 2.471 100 105.75

NSE PSO 2.724 100 111.47
GA 2.711 100 100.01
FFA 2.547 100 89.33
FA 2.398 100 94.85

S&P 500 PSO 2.873 100 111.42
GA 2.809 100 104.26
FFA 2.465 100 93.76
FA 2.322 100 98.42

SSE PSO 2.723 100 108.22
GA 2.653 100 102.54
FFA 2.392 100 91.85
FA 2.439 100 96.38

variables at di�erent market inuencing conditions and
performing in an online performance space.

Nomenclature

EMD Empirical Mode Decomposition
VMD Variational Mode Decomposition
FA Firey Algorithm
IMF Intrinsic Mode Function
KELM Kernel Extreme Learning Machine
SVM Support Vector Machine
BPNN Back Propagation Neural Network
GA Genetic Algorithm
ANN Arti�cial Neural Network
ELM Extreme Learning Machine
PSO Particle Swarm Optimization
GKELM Gaussian Kernel Extreme Learning

Machine
PKELM Polynomial Kernel Extreme Learning

Machine
SKELM Sigmoidal Kernel Extreme Learning

Machine
WKELM Wavelet Kernel Extreme Learning

Machine
M-KELM Multi Kernel Extreme Learning

Machine
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