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Abstract. Estimation of roughness coe�cient is important for a reliable hydraulic design
in erodible channels. In this paper, the capability of multi-gene Genetic Programming
(GP), a combined Genetic Algorithm and Fuzzy Inference System (GA-FIS) model, and
Multi Regression (MR) methods are employed to estimate the roughness coe�cient. These
methods try to extract either an explicit or implicit relationship between roughness
coe�cient and input variables. In addition, traditional GP, widely used by researchers, and
conventional empirical formulas are implemented to evaluate the performance of the models.
Results show that the employed methods are more accurate than empirical methods. In
addition, the e�ects of some other parameters, such as non-dimensional water depth and
shear Reynolds number, are highlighted over the roughness coe�cient while previously
ignored in the empirical methods. Also, �ndings prove that the GA is a helpful tool
to optimize the Fuzzy Inference System (FIS) compared with gradient-based models like
ANFIS, while the scale of input variables is not in the same order. Values of R2 for multi-
gene GP and GA-FIS are 0.8504 and 0.8842, respectively, while R2 value for the most
accurate empirical method is 0.6286.
© 2023 Sharif University of Technology. All rights reserved.

1. Introduction

Estimation of roughness coe�cient is necessary for
a cost-e�ective hydraulic design of erodible channels,
which are usually used to transfer water to shrimp
farms, irrigation systems, etc. Accurate estimation of
this parameter is essential for numerical modeling of
uid ow in open channels. In that regard, many
experimental attempts have been made to achieve some
representative empirical formulas for estimating the
roughness. These formulas are commonly based on
�tting a function between the roughness coe�cient

*. Tel./Fax: +98 17-3422-6490
E-mail address: m.zanganeh@gu.ac.ir (M. Zanganeh)

doi: 10.24200/sci.2023.60241.6679

and its inuential variables [1]. Evaluation of these
techniques in various conditions convinces their de�-
ciency to estimate the coe�cient in di�erent states.
For example, in an empirical formula, variable x is the
most inuential variable, while in another formula, this
variable is replaced by variables like y. This might go
back to di�erent hydraulic conditions, leading to user
confusion. Inaccurate estimation of the coe�cient may
lead to either the non-economical design of channels
or ine�cient dimensions. In other words, numerous re-
searchers have introduced various formulas to estimate
the roughness coe�cient. Ackers and White (1973) [2],
Simons and Richardson (1996) [3], Hammond et al.
(1984) [4], and Colosimo et al. (1986) [5] introduced
the following relationship for the coe�cient estimation:

ks = �xdx; (1)
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where �x is a constant coe�cient and dx is the size
of the sediment, where x percent of sediment particles
are �ner than their size. In another research, Wislon
(1989) [6] and Yalin (1992) [7] took Shields parameter
into account for estimating ks as introduced in the
following expression:

� =
U2
fp

g (S � 1) d50
; (2)

in which g is gravitational acceleration and d50 is the
size of the sediment particle where 50% of sediment
particles are smaller than that. S is speci�c gravity
(�s=�w) and Uf is shear velocity expressed as follows:

Uf =
p
grbI; (3)

in which rb is the hydraulic radius and I is channel
slope. Sumer et al. (1996) [1] considered w=Uf and
w� as two variables in the estimation of ks, where w
is the sediment falling velocity and w� is calculated in
the following:

w� = w=
p
g (S � 1)d50: (4)

Although several formulas have been introduced so far
for estimating the roughness coe�cient, some inuen-
tial input variables are not considered in most of them.
Therefore, it seems that some complementary works
are needed to extract new formulations that not only
represent a phenomenon in a more generalized way,
but also investigate inuential variables in the coe�-
cient. In this paper, soft computing-based approaches,
including Genetic Programming (GP) and a combined
Genetic Algorithm and Fuzzy Inference System (GA-
FIS), are employed because of their potential to work
in an area where values of input variables are not in
the same order.

In recent years, soft computing-based approaches
such as Arti�cial Neural Networks (ANNs) and Fuzzy
Inference Systems (FISs), GP, Support Vector Ma-
chines (SVMs), and so on have been employed to
predict complex phenomena or estimate functions rep-
resenting a complex physical process ([8{18]).

Azamathulla and Ahmad (2013) used Gene Ex-
pression Programming (GEP) to estimate the Man-
ning's roughness coe�cient. Results showed that
computed discharge using estimated value of roughness
coe�cient by GEP was in good agreement (�10%) with
the experimental results compared to the conventional
formulae [19]. Roushangar et al. (2020) applied �ve
di�erent experimental data sets to train the model
for predicting roughness coe�cient in alluvial channels
and then, they con�rmed the accuracy of the bedform
characteristics in predictor models. In addition, the
sensitivity analysis revealed the Reynolds number and
the relative discharge e�ectiveness in the process. Be-
sides, the dune geometry evaluation showed that the

densimetric Froude number was the most signi�cant
variable. Their paper employed an ANN and Multi-
Layer Perceptron (MLP) with �rey algorithm (MLP-
FFA) as prediction models [20]. Zanganeh and Raste-
gar (2020) applied ANN and ANFIS models to estimate
the roughness coe�cient value in an erodible channel.
In these models, they used both normalized and real
data to estimate roughness coe�cients and found the
e�ectiveness of other parameters like Reynolds number
in roughness coe�cient [21].

This paper aims to apply the GP features as
explicit and the combined GA-FIS as implicit function
approximators to �nd relationships between inuential
input variables and the roughness coe�cient as the
output variable. Many researchers have previously
used these approaches to predict hydraulic phenomena.
Deo et al. (2008) implemented the GP to estimate the
equilibrium depth of scour downstream of spillways
[22], whereas Azamathulla et al. (2008) applied the
GP to estimate scour depth downstream of ski-jump
buckets spillway [23]. Guven and Ki�si (2011) used
Linear Genetic Programming (LGP) for estimating
suspended sediment yield in rivers and demonstrated
better performance of LGP method than the GEP
method [24]. Azamathulla et al. (2009) utilized the
ANN and GP to predict scour depth at bridge piers
and reported that the GP outperformed regression-
based models and ANNs [25]. Azamathulla et al.
(2011) employed the LGP model for scouring below
a submerged pipeline [26]. Najafzadeh and Barani
(2011) compared the group method of data handling-
based GP and the back-propagation system to estimate
scour depth around bridge piers [27]. Ko�c et al. (2016)
investigated the GP capability to assess the stability
of rubble-mound breakwaters [28]. He�rmanovsk�y et al.
(2017) applied the GP model to derive a hydrological
model to estimate runo� in ungauged catchments by re-
gionalization [29]. Assimi et al. (2017) introduced a GP
for simultaneous optimization of sizing and topology of
truss structures [30]. Zanganeh (2017) recently used
combined GA-FIS models to predict the values of wave
parameters. In the models, the GA is used to improve
FIS-based wave predictor models with simultaneous
optimization of clustering and fuzzy antecedent and
consequent parameters. Results showed the model
performance in estimating wave parameters, including
signi�cant wave height and peak spectral period [31].
More recently, Zanganeh (2020) evaluated the perfor-
mance of combined PSO-FIS models including PSO-
ANFIS, PSO-FIS-PSO, and PSO-FIS models for wave
prediction [32].

After a brief review of the previous works in
the �eld of water engineering in Section 1, this study
reviews the features of the studied case and data to
be used for model development in Section 2. Section 3
describes traditional GP and multi-gene GP models,
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while Section 4 outlines the combined model of FIS
and GA to estimate the roughness coe�cient. In
Section 5, empirical methods and a regression-based
model are outlined to estimate the roughness coe�cient
in erodible channels, while Section 6 contains the
models developed to calculate the coe�cient. Finally,
in Section 7, the models are evaluated to estimate the
roughness coe�cient.

2. Studied case and data selection

As mentioned before, the aim of the paper is to
estimate the roughness coe�cient expressed in terms
of Nikuradse's sand roughness. This parameter is
calculated by the following relationship [1]:
U
Uf

= 2:46ln
�

14:8rb
ks

�
; (5)

where U is the mean ow velocity calculated as U =
Q=(Bh), Q ow discharge; B ume width, h ow depth,
and Uf bed shear velocity.

Data sets are the most important issues in devel-
oping any soft computing-based model to predict an
event or �t a function to estimate a variable. In this
paper, the data sets gathered by Sumer et al. (1996) [1]
at the Institute of Hydrodynamics and Hydraulic En-
gineering, Technical University of Denmark (ISVA) are
used to develop the models. These data sets are related
to experiments in a tilting ume that is 10 m long,
3 m high, and 3 m wide. In the ume, sediment and
water are recirculated, while a rigidly placed lid is used
to avoid surface waves. However, some experiments
have been coordinated in a free surface ow condition.
The ume is made of glass for the sake of visual
tracking of sediments. Four kinds of sediments were
used in the experiment. In addition to the roughness
coe�cient, other parameters like velocity pro�le and
sediment concentration pro�le were measured. The
list of data sets, including all directly measured and
calculated variables by the author, are reported in
Table A.1 of Appendix A. These experimental data
represent both the suspension and the no-suspension
modes of sediment transport in open channels with a
unidirectional ow. In this data set, not only sheet-

ow layer e�ects as a condensed layer near the bed but
also the mechanism like turbulent bursting condition
are considered. Sheet-ow regime occurs at very high
velocities by which ripples are washed away, and the
bed becomes plane again, as shown in Figure 1. Sumer
et al. (1996) attempted to �nd a function to estimate
the roughness coe�cient as follows [1]:

ks
d50

= f
�
�;
w
Uf

; w�
�
: (6)

Due to the complexity of the ow �eld and sediment
transport in erodible channels and ignoring many im-
portant parameters on channel roughness in the previ-
ous works, in this paper, new models are attempted to
be developed for estimation of the parameter. To this
end, a function representing the relationship among
parameters is de�ned as follows:

Z(ks; d50; h; w; �s; �f ; Uf ; g; �f ) = 0; (7)

in which Z is a function, ks is roughness coe�cient,
d50 is average particle size, h is water depth, w is fall
velocity, �s is sediment density, �f is the uid density,
Uf is shear velocity, g is gravitational acceleration, and
�f is dynamic viscosity.

Using Buckingham theorem, the non-dimensional
form of the equation to estimate the roughness coe�-
cient can be extracted as follows:

ks

d50
= f (h=d50; R�; �; w=Uf ) ; (8)

in which f is a none-dimensional function that can be
either an implicit function like the FIS-based model or
an explicit function like the GP. R� is shear Reynolds
number and � is Shield's parameter.

In this paper, the GP, GA-FIS, and regression-
based models are developed to estimate the roughness
coe�cient. To this end, the selected data sets from
Sumer et al. (1996) [1] are categorized as the train-
ing, validation, and testing data sets (Table A.1. in
Appendix section). These three subsets have been cho-
sen randomly for models with su�cient generalization
capability. From 158 data points gathered by Sumer
et al. [1], 100 data points are chosen randomly as
training data points, 18 data points as validation data

Figure 1. Di�erent sediment transport mechanisms.
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Table 1. Statistical characteristics of the data sets used for developing models to estimate roughness coe�cient in erodible
channels.

Characteristics h=d50 R� � w� w=Uf ks=d50

Mimimum 25.00 5434 0.38 0.262 0.174 1.430
Maximum 808.46 436200 5.67 1.330 1.700 21.700
Average 164.51 177564 2.04 1.007 0.734 6.720
Range 783.46 430766 5.290 1.068 1.526 20.270

points, and the remaining 40 data points as the testing
data. Table 1 outlines the statistical characteristics of
the data sets used to develop the estimator models.
This table reports the maximum, minimum, average,
and range of the training, validation, and testing data
for each input variable. As is apparent from the
table, it covers a wide range of data representing
various sediment transport conditions in erodible open
channels. This makes the data set informative enough
to be used for developing soft computing models. A
debatable point about the data set goes back to having
di�erent ranges for input parameters. For example,
the shear Reynolds number has a range of 5434 to
436200, while the range for Sheilds number varies from
0.38 to 5.67. This gives at least a scale of about 1 to
1147894 for Sheilds number to shear Reynolds number.
This data set feature called \scaling problem" makes
the training space noisy, especially for the gradient-
based models like the ANFIS. A remedy to tackle the
problem is normalizing the variables and bringing them
in the same order. Another solution is employing an
evolutionary-based model like GA-FIS model. The
GA-FIS model is like the ANFIS model in which the
GA is replaced by the gradient-based algorithm to tune
antecedent and consequent parameters of fuzzy IF-
THEN rules. Simultaneously, the GA is used to extract
the structure of fuzzy IF-THEN rules.

3. Genetic Programming (GP)

The three-based GP machine learning method ex-
tended by Koza (1992) is a domain-independent
problem-solving approach [33]. In this method, com-
puter programs are evolved by inuential variables of
a phenomenon to extract a function for predicting the
phenomenon based on Darwin's theory. The number
and structure of the trees are evolved automatically
during a run subjected to the user-de�ned constraints
using training and validation (to prevent over-�tting
problem) data sets by either assigning arithmetic op-
erations (+;�; =; �) or calling function such as sin, cos,
log, ln, sqrt, power (Figure 2). This tool works the
same as the GA by randomly generating a population
of tree structures and then, mutating and crossing over
the best-performing trees to develop a new population.
This process is iterated until the population contain-
sprograms to solve the task well.

Figure 2. Basic tree program used in the GP.

Figure 3. Multi-gene GP model combination.

The GP can be used in either a single gene
or multi-gene forms depending on the complexity of
the phenomenon to be estimated. In the multi-gene
symbolic regression form, each estimation of output
variable y is composed of the weighted output of each
tree/gene in the multi-gene individual plus a bias term,
as depicted in Figure 3. Each tree is a function of N
input variables like x1; � � � ; xN . A multi-gene regression
model mathematically can be expressed as follows:

y = d0 + d1 � tree1 + � � �+ dM � treeM; (9)

in which d0 is bias term; d1; � � � ; dM are the gene
weights; and M is the number of genes comprising
the current individual. The weights (i.e., regression
coe�cients) are determined by a least squares method
for each gene. The single form of the GP is obtained,
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Figure 4. The ow diagram of the GP model.

while the number of genes is set to 1. Testing data
as other data sets representing the system to be
modeled can be used to evaluate the performance
of the developed model. Note that like other soft-
computing-based models, the testing data are not
directly used for evolving the models. This gives an
indication how well the models perform versus new
data. Figure 4 shows the ow diagram of the GP
model as a function estimator model. In this paper, the
GPTIPS model developed by Searson et al. (2010) as
a multi-gene symbolic regression function is employed
in order to estimate the roughness coe�cient in an
erodible channel. The following expressions outline GP
operators in the GPTIPS [34]:

3.1. Initial generation
The creation of individuals in the initial generation is
straightforward. An individual containing a random
number of genes between one and the maximum num-
ber of genes (Gmax) is generated using the \standard"
algorithm for constructing symbolic expressions. To
maximize the population diversity at the beginning of
the run, checks are made so that duplicated genes do
not appear in newly created individuals. However, such
a restriction is imposed on individuals in subsequent
generations. This is mainly due to the additional com-
putational cost considerations in isolating duplicate
and functionally similar genes. Dmax as the maximum
tree depth is another factor controlling the complexity
of the evolved model.

3.2. Selection
Genetic operators need parent individuals to produce

their children. In the GP, one of the following sampling
methods selects these parents:

� Tournament: This method chooses each parent by
randomly drawing a number of individuals from the
population and selecting only the best of them;

� Lexictour: This method implements lexicographic
parsimony pressure. Like in `tournament', a ran-
dom number of individuals are chosen from the
population and the best of them is chosen. The
main di�erence is that if two individuals are equally
�t, the shortest one (the tree with fewer nodes)
is chosen as the best. This technique has been
shown to control bloat in di�erent types of problems
e�ectively.

3.3. Crossover
Individuals that have been selected for recombination
should be able to acquire new genes and swap complete
genes with other individuals. Both functions are
performed in the multi-gene algorithm with the two-
point high-level crossover operator. As two-parent
individuals have been selected, two gene crossover
points are selected within each parent. Then, the genes
enclosed by the crossover points are swapped between
parents to form two new o�spring shown in Figure 5.
In the two-point high-level crossover operator, if the ith
gene in an individual is labeled Gi, then the crossover
is performed as in the following example. The �rst
parent individual contains the genes (G1 G2 G3), and
the second contains the genes (G4 G5 G6 G7) where
Gmax = 5. Two randomly selected crossover points are
created for each individual. The genes enclosed by the
crossover points are denoted by < � � � >.

(G1 < G2 > G3) (G4 < G5 G6 G7 >): (10)

The genes enclosed by the crossover points are then
exchanged, resulting in the two new individuals below.

(G1 G5 G6 G7 G3) (G4 G2): (11)

3.4. Mutation
By this operator, the GP algorithm would reshu�e the
genes created in the initial generation. The mutation
operator is identical to the GA model in terms of
function. As reported in Figure 6, a single gene is
randomly selected from the parent. Then, the mutated
gene replaces the original gene in the o�spring.

4. Combined GA-FIS model (GA-FIS)

To evaluate the GP model, to estimate the roughness
coe�cient, a GA-FIS model also is used in which
both fuzzy IF-THEN rule structures and fuzzy IF-
THEN rule parameters, including fuzzy antecedent and
consequent parameters, are tuned simultaneously by
a GA. Three reasons motivated the author to apply
this model rather than the common ANFIS model.
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Figure 5. Crossover in the GP trees.

Figure 6. Mutation in the GP trees.

The �rst reason is ANFIS de�ciency for automatic
extraction of fuzzy IF-THEN rules, while the second
de�ciency of the ANFIS model rooted in its gradient-
based essence. Gradient-based methods like the ANFIS
have a problem with data sets whose input variables are

not in the same order (scaling problem). This makes
some training processes di�cult and makes the �nal
answer susceptible to trapping in a local optimum [35].

Fuzzy IF-THEN rules are chosen with respect to
having the lowest similarities among rules such as the
process performed at GENFIS2 command in the MAT-
LAB. This process is based on subtractive clustering
method [36]. The rules associated with the FIS models
to estimate roughness coe�cient are de�ned as follows:
Rule 1: IF h=d50 is A1&R� is B1&� is C1&w=Uf is D1
THEN.

ks=d50 =p1+q1(h=d50)+r1R�+s1�+t1(w=Uf ): (12)

Rule 2: IF h=d50 is A2&R� is B2&� is C2&w=Uf is D2
THEN.

ks=d50 = p2 + q2(h=d50) + r2R� + s2� + t2(w=Uf )

: : : (13)

Rule 2: IF h=d50 is Ai&R� is Bi&� is Ci&w=Uf is Di
THEN.

ks=d50 =pi+qi (h=d50)+riR�+si�+ti (w=Uf) ; (14)

where Ai, Bi, Ci, and Di are fuzzy sets related to
h=d50, R�, �, and w=Uf , respectively, and pi, qi, ri,
si, and ti are their associated consequent parameters
in fuzzy rules. Two aspects of the GA application
can be considered to optimize an FIS. The �rst aspect
is related to employing the GA to optimize subtrac-
tive clustering parameters, while the ANFIS model
introduced by Jang (1993) is implemented to tune
the antecedent and consequent parameters of fuzzy
IF-THEN rules extracted by the GA. This model
is called GA-ANFIS model [37]. In this type of
model, controlling the ANFIS parameters like epoch
number is di�cult. In the second aspect, only one
GA model is used for simultaneous optimization of
subtractive clustering parameters and fuzzy antecedent
and consequent parameters. This model is called GA-
FIS model, while Figure 7 shows its ow diagram. As
is shown in the diagram in this model, only one GA is
used to optimize FISs in which the supervision of the
GA parameters is met easily. The objective function
of the GA optimizer models is the minimization of
the Root Mean Square Error (RMSE). Formulation of
the objective function for approximating the roughness
coe�cient as the output is outlined in Figure 8, where
ran is the clustering radius for the nth premise or
consequent variable (n = 1; � � � ; D) and raminn is
the minimum clustering radius for the nth variable.
This minimum value is used to prevent zero values for
�ring strength. MaxNumrule is the maximum number
of fuzzy rules determined based on the prediction
errors for training and validation data, i.e., RMSEtrn
and RMSEValidation . Note that in these forms of
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Figure 7. Flow diagram of the GA-FIS model.

Figure 8. Objective function of the GA model.

the GA application, the numbers of the antecedent
and consequent parameters are related to subtractive
clustering parameters. Therefore, the number of the
decision variables varies in the process of running the
GA model, although MaxNumrule restricts the number
of rules.

5. The traditional models

To verify the function of GP and GA-FIS models
to estimate roughness coe�cient versus traditional
methods, these models are compared with the Multiple
Regression (MR) techniques and some empirical for-
mulas widely used by many researchers. The following
subsections outline these models.

5.1. Multiple Linear Regression (MLR) model
In this approach, a linear relationship �ts e�ective
input and output variables through the training process
as follows:

ks=d50�0+�1(h=d50)+�2R�+�3�+�4(w=Uf ); (15)

in which ks=d50 is the output variable; �0, �1, �2, �3,
and �4 are constant parameters for the linear relation
tuned by the Least Square Error (LSE) method.

5.2. Multiple Nonlinear Regression with
Power function model (MNLRP)

In addition to the traditional MLR, the MNLRP can
estimate an event by �tting a nonlinear relationship to
input and output variables. The form of the nonlinear
relation can be as follows:

ks=d50 = �0(h=d50)�1(R�)�2(�)�3(w=Uf )�4 ; (16)

in which �0, �1, �2, �3, �4 are constant parameters
for the nonlinear relation, which are also tuned by the
LSE method. The LSE method is used to tune constant
parameters after taking the logarithm from both sides
of the equation.

5.3. Empirical formulas
As mentioned before, for estimation of roughness co-
e�cient, some empirical formulas have been presented
so far. Wilson (1988 and 1989) presented the following
expression for the roughness coe�cient:

ks=d50 = 5�: (17)

Also, Yalin (1992) introduced the following relationship
for estimating the coe�cient:8>>><>>>:

ks
d50

= 5� + (� � 4)2

(0:043�3�0:289�2�0:0203�+0:125) 1<�<4

ks
d50

= 2 �<1
(18)

Sumer et al. (1996) presented the following expression
for estimation of the coe�cient:



1932 M. Zanganeh/Scientia Iranica, Transactions A: Civil Engineering 30 (2023) 1925{1941

8><>:
ks
d50

= 2 + 0:6�0:25 w
Uf >0:8�1

ks
d50

=4:5+1:8 exp
�
0:6w4�

�
�0:25 w

Uf <0:8�1
(19)

The performance of the above-mentioned relationships
is dependent on parameters representing a di�erent
sediment transport mechanism. If w=(Uf � 0:8 � 1:0,
sediment particles are in the suspended mode, while
for w=(Uf > 0:8 � 1:0, sediments are settled at the
bottom of the channel. In this paper, soft computing-
based models are developed by inuential variables,
which are identical to the empirical formula. However,
additional variables like shear Reynolds number and
non-dimensional water depth can be taken to increase
the performance of the data-driven models.

6. Development of the models to estimate the
roughness coe�cient

6.1. The GP models
The GP models are developed considering two aspects
to estimate the roughness coe�cient. The �rst one
goes back to the traditional single-gene GP, and the
second is the multi-gene aspect. To this end, the
GP parameters are set by a trial and error process
reported as follows: Population size = 500, Number
of generations = 1000, Tournament size = 15 (with
lexicographic selection pressure), Dmax = 6, Gmax = 8,
Elitism = 0.01% of population, and function node set =
`times', `minus', `plus', `rdivide', `square', `tanh"exp',
`log', `mult 3', `add 3', `sqrt', `cube', `negexp', `neg',
`abs'. In addition, the default GPTIPS multi-gene
symbolic regression function was used in order to
minimize the RMSE of the training data. The following
recombination operator event probabilities are used:
Crossover events = 0.85 and mutation events = 0.1.
These settings are not considered `optimal' in any
sense, but are based on experience with modeling other
data sets of similar size. Run took approximately 15
minutes on a CoreTM i5 PC running at 2.50 GHz with
4.0 GB of RAM.

The training processes for both traditional and
multi-gene GP models are shown in Figure 9. Small
error noises and the decreasing trend of RMSEs in
the �gure ensure suitable selection of input variables.
The following expression report trees were obtained by
multi-gene GP.

ks=d50 = 9:477� 10�6R��

�3:547 ln (h=d50+7:452)�3:547 log (w=Uf)

� ln (2R� + h=d50) 3:457 + 0:6629
p
e�

+
9:477� 10�6R�

w=Uf
+ 0:1747(w=Uf )2

Figure 9. The training processes to estimate roughness
coe�cient: (a) The traditional GP model and (b) in the
multi-gene GP model.

+0:6629(w=Uf )3 + 55:34: (20)

This expression is a superposition of the following
genes:
Gene 1: 55:34� 3:457� ln(h=d50 + 7:542)2

� 3:547(ln(w)=(Uf )

� 3:547 ln(2R� + h=d50)); (21)

Gene 2: 0:6629
p
e� + 0:1747� (w=Uf )2

+ 0:6629(w=Uf )3; (22)

Gene 3:
9:477� 10�6R� � (w=Uf + 1)

w=Uf
: (23)

Traditional GP has obtained the following expression
to estimate the roughness coe�cient as follows:

ks
d50

= 3:46� R�
p
h=d50 (w=Uf � �)� 7:662� 10�7

w=Uf

�R� (w=Uf + 5:236) (w=Uf � �)
� 1:149� 10�6: (24)

The error of multi-gene GP for estimating roughness
coe�cient is lower than the error of traditional GP. As
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Table 2. Statistical characteristics of the data sets used
for developing models to estimate roughness coe�cient in
erodible channels.

Model Traditional GP Multi-gene GP

Training error 1.0733 0.72681
Validation error 1.6204 0.9385

Figure 10. The frequency of input variables in the
training process in multi-gene GP model.

reported in Table 2, the errors obtained by multi-gene
GP for validation and training data sets are 0.9385 and
0.72681, respectively, while these errors in traditional
GP for validation and training data are 1.6204 and
1.0733, respectively. This proves that the multi-gene
GP model can capture the complexity of this phe-
nomenon with higher performance than the traditional
GP. In addition, Figure 10 shows the e�ectiveness of
any input variables based on their frequency during
the training process. For example, the �gure shows
that Shield parameter as the third input variable has
been repeated near 3500 times. Therefore, it is proven
that this variable plays an important role in estimating
the roughness coe�cient. However, repetition of other
input variables proves their e�ectiveness in obtaining
the roughness coe�cient.

6.2. Development of GA-FIS estimator models
The same data sets chosen for the GP models are used
to develop the GA-FIS model to estimate the roughness
coe�cient. As mentioned above, in the GA-FIS
models, only one GA is used to optimize subtractive
clustering parameters and the antecedent and conse-
quent parameters of fuzzy IF-THEN rules [38]. The
GA parameters including population number, crossover
fraction, mutation coe�cient, and the number of elitist
chromosomes used to run the GA-FIS model are set to
400, 0.8, 0.1, and 10, respectively. These parameters
were selected through a trial-and-error process. Follow-
ing the selection of the GA parameters, the training

Figure 11. The training process in the GA-FIS model to
estimate roughness coe�cient.

process of the FIS model by the GA to estimate
the roughness coe�cient (GA-FIS model) is shown
in Figure 11. The decreasing trend of the RMSEs
for the training data sets error ensures either fair
selection of input variables or the GA performance
in the simultaneous tuning of subtractive clustering
parameters and antecedent and consequent parameters
of fuzzy IF-THEN rules. Clustering parameters in
which validation and training errors are minimized
simultaneously are also reported in the following ex-
pression:

drh=d50 ; rR�; r�; rw=UUf ; rks=d50 ; ks=d50e =

[1:4175; 1:7952; 0:4328; 0:4376; 0:4562; 0:6427]:

RMSEs associated with the validation and training
data ses are reported in Table 3. In addition, �nal
membership functions for input variables are reported
in Figure 12. As mentioned before in this �gure,
each linguistic variable makes appropriate IF-THEN
rules with its level (Eqs. 12 to 14). The desirable
generation in which the training and validation errors
are simultaneously minimized is 74, while the number
of the rules appropriate by the clustering parameters is
5. As is apparent from Table 3, the errors associated
with the training and validation data sets are about
0.667 and 0.863, respectively. These values prove the
performance of GA-FIS model compared to the GP
models based on the error estimation. However, the
GP models make explicit functions easier to apply to
other conditions than the implicit optimized fuzzy IF-
THEN rules extracted from the GA-FIS model.

To highlight the e�ciency of the GA model in

Table 3. Statistical characteristics of the data sets used
for developing models to estimate roughness coe�cient in
erodible channels.

Model GA-FIS GA-ANFIS

Training error 0.667 0.864
Validation error 0.883 1.345
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Figure 12. Final membership functions for input variables: (a) h=d50, (b) R�, (c) �, and (d) w=Uf .

tuning fuzzy antecedent and consequent parameters in
a noisy area in which scales of variables in the data set
are not the same, a GA-ANFIS model is employed to
estimate the roughness coe�cient. In the model, the
GA is only used to optimize subtractive clustering pa-
rameters, while the known ANFIS model introduced by
Jang (1993) [37] is employed to tune fuzzy antecedent
and consequent parameters. The GA-ANFIS model
was previously employed by Zanganeh et al. (2009) to
predict wave parameters. In the GA-ANFIS model, the
number of training epochs for the ANFIS model is set
to 500, while the GA parameters including population
number, crossover fraction, mutation coe�cient, and
the number of elitism chromosomes are set to 100,
0.8, 10, and 0.1 population numbers, respectively.
After preparing and executing the model, Figure 13
shows the training process by the GA-ANFIS model.
Figure 14 shows the training process by a selected
ANFIS model (in the GA-ANFIS model) randomly.
As is apparent from the �gure, ANFIS model cannot

Figure 13. The training process in the GA-ANFIS model
to estimate roughness coe�cient.

tune the parameters in a decreasing trend. In addition,
errors of GA-ANFIS models to estimate the roughness
coe�cient for training and validation data are 0.864
and 1.345, respectively. This shows the ine�ciency
of the GA-ANFIS model even in comparison with GP
models, while this method does not give any explicit
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Figure 14. The training process in the ANFIS model to
estimate roughness coe�cient.

relationship for estimating roughness coe�cient like the
GA-FIS model.

6.3. Development of MLR and MNLRP
models

As mentioned before, to identify linear relationships be-
tween e�ective input and output variables for estimat-
ing the roughness coe�cient, the LSE method is used in
terms of simplicity. Therefore, using the LSE method
in the MATLAB, the MLR relationship for the estima-
tion of the roughness coe�cient is obtained as follows:
ks=d50 = 2:7352� 3:854� 10�4 (h=d50) + 2:1499

� 10�5R� � 2:252� � 5:7746 (w=Uf ) : (25)

While the MNLRP relations obtained by the LSE
method to estimate the coe�cient are expressed in the
following:

ks=d50 = 0:0189(h=d50)0:0348(R�)0:4436(�)0:2601

(w=Uf )�0:8361: (26)

7. Models evaluation

Following the development of soft computing-based
models, their performances are examined versus the
testing data never directly used in the training process.
Scatter diagrams shown in Figures 15 to 18 indicate
the accuracy of GP, GA-FIS, GA-ANFIS, empirical
formulas, and regression-based models by comparing
the observed and estimated values. Two statistical
indexes and a correlation coe�cient are used to com-
pare the models. The �rst index is Bias, expressing
the mean error of the model, either over-estimating
or under-estimating the observed values. The second
statistical index is the RMSE. These two indexes, in
addition to the correlation coe�cient, are calculated
by the following equations:

Bias =
1
N

NX
k=1

�
Ok � P k� ; (27)

RMSE =

vuut 1
N

NX
k=1

(Ok � P k)2; (28)

R2 = 1�
PN
k=1

�
Ok � P k�2PN

k=1
� �O � P k�2 ; (29)

where Ok is the observed value, P k is the estimated
value, N is number of testing data, �O is the average
value of the observed parameter, and RMSE is Root
Mean Square Error.

Results of roughness estimator models are pre-
sented in Table 4. The table shows that the multi-gene
GP model is more accurate than traditional GP and
regression-based models in the estimation of roughness
coe�cient. In addition, the GA-FIS model estimates
the roughness coe�cient with acceptable accuracy,
which is more accurate than the GA-ANFIS model.
As apparent from Figures 15 to 18 in the estimation
of roughness coe�cient, the R2 values for multi-gene
GP and GA-FIS are 0.8504 and 0.8842, respectively.

Figure 15. Measured roughness coe�cients values versus
estimated ones by (a) Traditional GP (1988) and (b)
Multi-gene GP.
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Table 4. Statistical characteristics of the models to
estimate the roughness coe�cient in erodible channels.

Method RMSE Bias

Traditional GP 0.921 {0.251
Multi-gene GP 0.821 {0.242
GA-FIS 0.775 {0.168
GA-ANFIS 1.645 0.451
MLR 2.330 1.332
MNLR 1.898 {0.523
Wilson (1988) 0.451 2.925
Yalin (1992) 1.423 3.466
Summer et al. (1996) 0.451 3.335

Figure 16. Measured roughness coe�cients values versus
estimated the ones by FIS-based model: (a) GA-ANFIS
and (b) GA-FIS.

In addition, greater accuracy of the GA-FIS model
than the GA-ANFIS model indicates the preference of
GA over the ANFIS model in tuneing fuzzy antecedent
and consequent parameters. The main reasons for that
issue can be related to the GA searching skill in a noisy
environment.

Figure 17. Measured roughness coe�cients values versus
the ones estimated by empirical formulas (a) Wilson
(1988), (b) Yalin (1992), and (c) Sumer et al. (1996).

Zanganeh and Rastegar (2020) [21] applied ANN
and ANFIS models to estimate the roughness co-
e�cient in the erodible channel by the same data
set. They used both normalized and real data sets
to estimate roughness coe�cients in models. The
main de�ciency in the application of their models
was extracting an explicit relationship to estimate the
roughness coe�cient. On the other hand, the model
application of the normalized data set may change
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Figure 18. Measured roughness coe�cients values versus
the ones estimated by multi-regression methods: (a) MLR
and (b) MNLR.

the physical condition of the phenomena by changing
e�ective parameters on the roughness coe�cient. The
best correlation coe�cient for the models was 0.8658,
while the correlation coe�cient was 0.8842 for the GA-
FIS model. In addition, a useful relationship extracted
by the multi-GP model is applicable to the same
physical conditions.

8. Summary and conclusion

Scaling problems in roughness coe�cient estimation in
erodible open channels may a�ect hydraulic conditions
of channels. To deal with this problem, in this paper,
so-called multi-gene Genetic Programming (GP), com-
bination of Genetic Algorithm and Fuzzy Inference Sys-
tem (GA-FIS) model, and Multiple Regression (MR)
methods are employed to extract either an explicit or
implicit relationship between the roughness coe�cient
and input variables involved in the coe�cient value.
In addition, traditional GP and conventional empirical
formulas are applied to evaluate the models. Results

show that the employed methods are more accurate
than empirical methods. At the same time, other
parameters like non-dimensional water depth and shear
Reynolds number are recognized as variables a�ecting
the roughness coe�cient. Results show the GA per-
formance to optimize an Fuzzy Inference System (FIS)
compared with gradient-based models like the ANFIS
when the scale of input variables is not in the same
order (scaling problem). Correlation coe�cients for
multi-gene GP and GA-FIS are 0.8504 and 0.8842,
respectively, while this value for the most accurate
empirical method [7] is 0.6286.

Other implications and obtained results can be
reported as follows:

� The multi-gene GP model extracts a suitable re-
lationship for estimating the roughness coe�cient
in an erodible channel that can work in di�erent
hydraulic conditions;

� The GA-ANFIS model does not have reasonable
accuracy despite errors in training and validation
data sets in the testing data. This proves that
decreasing the training trend is more important than
training and validation data values;

� Empirical formula introduced by Sumer et al.
(1996) [1] has di�culty with the application given
the criteria to di�erentiate various hydraulic condi-
tions.

Like other methods, the applied models in this paper
are subject to some limitations. The main limitation
of the model application is limited hydraulic conditions
while this model is not properly applicable in bending
channels. On the other hand, the limited hydraulic
condition may a�ect the model generalization capabil-
ity and it is necessary to study this model further in
future works.
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Appendix A

Table A.1 shows the data used in this research. In this
table, all the used input and output data are shown.

Table A.1. Gathered data sets belonging to Sumer et al.
(1996) [1].

No. h=d50 R� � w=Uf ks=d50

1 28.37 366900 1.88 0.97 7.47
2 28.83 375000 1.97 0.95 8.65
3 28.08 187200 1.43 1.01 1.43
4 188.33 10260 0.38 1.17 1.72
5 33.83 436200 2.66 0.82 14.29
6 30.00 327900 1.50 1.09 3.72
7 188.33 11160 0.45 1.08 3.35

Table A.1. Gathered data sets belonging to Sumer et al.
(1996) [1] (continued).

No. h=d50 R� � w=Uf ks=d50

8 808.46 8918 2.24 0.17 4.27
9 25.00 144300 0.86 1.32 2.48
10 224.50 39540 5.67 0.24 17.42
11 33.33 210000 0.67 1.70 2.46
12 797.69 5434 0.83 0.29 3.42
13 31.70 386100 2.08 0.92 10.59
14 29.83 298800 1.25 1.19 3.09
15 30.17 393600 2.16 0.91 8.84
16 30.57 385500 2.08 0.93 8.50
17 30.83 401700 2.26 0.89 10.11
18 31.33 400200 2.24 0.89 10.42
19 32.07 411300 2.36 0.87 12.15
20 32.13 419100 2.46 0.85 12.63
21 32.63 404100 2.28 0.88 11.31
22 32.53 404400 2.29 0.88 10.22
23 33.60 424200 2.52 0.84 13.17
24 26.54 195780 1.59 0.97 5.07
25 26.27 196300 1.60 0.97 4.17
26 26.46 202540 1.70 0.94 4.27
27 26.92 208780 1.81 0.91 4.67
28 28.85 197600 1.62 0.96 3.25
29 28.27 226200 2.12 0.84 6.81
30 27.69 221520 2.03 0.86 5.32
31 28.69 233220 2.25 0.81 7.29
32 28.46 236860 2.32 0.80 7.06
33 29.00 237380 2.34 0.80 7.86
34 29.62 244920 2.49 0.77 9.29
35 29.81 250120 2.59 0.76 10.10
36 29.46 249080 2.57 0.76 9.13
37 29.23 218400 1.98 0.87 4.97
38 30.38 255320 2.70 0.74 10.87
39 30.15 249340 2.58 0.76 9.46
40 30.31 258960 2.78 0.73 10.62
41 30.19 258440 2.77 0.73 10.04
42 31.15 264940 2.91 0.72 11.84
43 31.54 263900 2.88 0.72 11.18
44 32.31 269360 3.00 0.70 11.79
45 32.50 276640 3.17 0.69 12.17
46 33.46 286780 3.41 0.662 14.36
47 34.88 296920 3.65 0.639 17.76
48 34.62 297440 3.66 0.638 16.06
49 34.81 290160 3.49 0.654 15.07
50 34.23 302900 3.8 0.627 14.97
51 35.35 302900 3.8 0.627 17.17
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Table A.1. Gathered data sets belonging to Sumer et al.
(1996) [1] (continued).

No. h=d50 R� � w=Uf ks=d50

52 35.65 320580 4.26 0.592 20.58
53 35.81 309660 3.97 0.613 18.49
54 35.50 311220 4.01 0.610 17.04
55 39.23 192400 1.55 0.986 2.76
56 35.62 328120 4.46 0.578 20.36
57 39.62 200200 1.64 0.948 3.12
58 36.27 333580 4.61 0.569 21.07
59 40.00 213200 1.88 0.890 4
60 41.15 213200 1.89 0.890 3.76
61 40.38 228800 2.18 0.830 5.1
62 41.15 240500 2.4 0.789 5.4
63 42.31 247000 2.54 0.768 6
64 190.00 12840 0.6 0.342 4.73
65 188.33 16140 0.95 0.322 6.98
66 186.00 16740 1.02 0.333 6.03
67 190.83 15960 0.93 0.337 4.35
68 185.83 17460 1.1 0.337 5.3
69 188.33 17340 1.09 0.338 4.31
70 187.50 19500 1.38 0.327 6.01
71 190.00 18240 1.21 0.336 4.13
72 188.00 20880 1.58 0.326 5.65
73 191.67 20820 1.58 0.322 5.05
74 198.00 22260 1.8 0.300 7.59
75 180.83 24240 2.13 0.330 5.88
76 189.17 23220 1.95 0.324 5.37
77 191.67 23340 1.97 0.317 5.29
78 193.33 25440 2.35 0.312 5.87
79 192.50 24900 2.25 0.319 4.56
80 198.17 24960 2.26 0.317 4.3
81 195.17 27300 2.71 0.304 6.52
82 196.67 27420 2.73 0.304 5.68
83 204.67 28680 2.98 0.282 8.65
84 201.67 29640 3.19 0.288 7.9
85 201.00 30780 3.44 0.283 9.38
86 200.00 29520 3.16 0.295 6.41
87 201.83 30900 3.46 0.287 7.84
88 205.00 31680 3.64 0.284 7.18
89 207.17 32940 3.94 0.277 8.57
90 214.50 34440 4.31 0.266 9.24
91 213.50 35880 4.68 0.261 10.92
92 218.50 36840 4.92 0.252 12.49
93 220.33 37680 5.16 0.248 13.38
94 231.50 35100 4.48 0.250 9.54
95 803.85 5590 0.88 0.279 3.6

Table A.1. Gathered data sets belonging to Sumer et al.
(1996) [1] (continued).

No. h=d50 R� � w=Uf ks=d50

96 793.85 6253 1.1 0.249 4.88
97 795.38 6175 1.07 0.253 4.39
98 790.77 6682 1.26 0.233 5.68
99 781.54 6916 1.35 0.226 5.78
100 784.62 7046 1.4 0.221 4.77
101 778.46 7072 1.41 0.221 4.39
102 779.23 7514 1.59 0.208 5.9
103 775.38 7605 1.62 0.205 4.58
104 776.15 7735 1.69 0.202 5.22
105 775.38 7969 1.78 0.196 4.82
106 776.92 8034 1.81 0.194 4.33
107 793.08 8177 1.88 0.191 5.56
108 792.31 8463 2.02 0.184 5.61
109 804.62 8801 2.18 0.177 6.51
110 798.46 8515 2.04 0.183 3.69
111 800.00 8749 2.15 0.178 4.04
112 26.67 270000 1.02 1.322 2.39
113 27.30 282000 1.11 1.266 2.83
114 28.33 270900 1.03 1.318 2.88
115 33.33 240000 0.87 1.488 1.94
116 28.50 270900 1.03 1.318 2.72
117 28.67 274800 1.06 1.299 2.78
118 27.07 291600 1.19 1.224 2.59
119 28.67 282300 1.12 1.265 2.88
120 27.77 315000 1.39 1.133 3.96
121 28.93 287700 1.16 1.241 3.06
122 33.33 225000 0.76 1.587 1.77
123 27.70 334800 1.57 1.066 4.75
124 29.13 290400 1.18 1.229 3.04
125 28.50 376500 1.98 0.948 8.05
126 28.67 375000 1.97 0.952 7.82
127 29.63 290400 1.18 1.229 2.87
128 33.33 243000 0.89 1.469 2.31
129 29.47 304800 1.3 1.171 2.92
130 29.53 297600 1.24 1.200 2.66
131 30.17 321000 1.44 1.112 4.03
132 33.33 267000 1.08 1.337 3.09
133 30.80 348900 1.7 1.023 5.11
134 33.33 264000 1.06 1.352 2.3
135 32.57 418200 2.45 0.854 12.79
136 25.00 169780 1.19 1.118 3.96
137 25.00 174200 1.26 1.090 3.69
138 25.23 179920 1.34 1.055 3.76
139 27.69 182000 1.38 1.043 4.21
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Table A.1. Gathered data sets belonging to Sumer et al.
(1996) [1] (continued).

No. h=d50 R� � w=Uf ks=d50

140 25.58 185640 1.43 1.022 3.96
141 26.92 161200 1.07 1.177 2.81
142 27.04 213980 1.9 0.887 4.64
143 28.23 228280 2.16 0.831 6.47
144 28.69 233220 2.25 0.814 7.29
145 28.85 218400 1.96 0.869 5.44
146 38.46 166400 1.14 1.141 2.36
147 38.85 176800 1.3 1.074 2.35
148 38.85 182000 1.38 1.043 2.3
149 39.23 182000 1.38 1.043 2.38
150 40.38 197600 1.63 0.961 3.23
151 40.38 223600 2.06 0.849 4.51
152 41.92 226200 2.12 0.839 4.71
153 40.77 235300 2.29 0.807 5.4
154 186.67 10680 0.41 1.124 1.54
155 190.00 12840 0.6 0.935 4.73

Table A.1. Gathered data sets belonging to Sumer et al.
(1996) [1] (continued).

No. h=d50 R� � w=Uf ks=d50

156 188.33 11460 0.48 1.047 1.98
157 184.33 14640 0.78 0.820 5.84
158 188.33 13200 0.63 0.909 3.08
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