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Abstract. In this study, a supplier-retailer-customer supply chain has been proposed
for a deteriorating item with expiration time and dynamic deterioration rate. Here, the
supplier adopt full credit policy for the retailer to enhance the retailer's order volume. This
facility inuences the retailer to provide some partial credit opportunity to the customers to
boost the demand. For this credit policy, the retailer always faces a risk due to defaulters,
which is termed as default credit risk. The default credit risk is considered in more realistic
manner, which depends on the customers' partial credit period and credit amount. The
market demand is inuenced by customers' credit amount, customers' credit period and
retail price of the item. Optimal decision is searched by maximizing the average pro�t
of the system. For the search process, an arti�cial bee colony algorithm is implemented,
tested and used. Illustration of the model is done with some hypothetical examples.

1. Introduction

In any supply chain, among di�erent parameters, mar-
ket demand is the key factor as revenue of the system
fully comes from the sell revenue of the item. This
phenomenon inuences both the supplier and retailer
to adopt di�erent promotional activities to improve
their sales. Trade credit is one of the important strate-
gies to improve the demand of each player involved
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in the system. To increase the retailer's order size,
the supplier o�ers a credit period to the retailer. This
opportunity promotes the retailer to adopt some credit
policy for his/her customers. Pioneering work in this
direction was made by Goyal [1] incorporating credit
policy. Afterwards, there are several research works
done incorporating full credit policy [2{7] and partial
credit policy [8{13]. Though credit policy is a good
promotional tool for the enhancement of the market
demand of any item, any credit policy involves credit
risk. In fact, in any business transaction under trade
credit policy, there are some business bonding between
the supplier and the retailer, but there is no such
bonding between the retailer and the customers. In
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reality customers are oating in nature and so some of
the customers normally do not follow business ethics
and move to another shop without paying the credit
amount. For that, researchers developed their mod-
els [8,12] considering partial credit policy in retailer-
customers level to decrease the default credit risk.
However, partial credit policy is an excellent attempt
to decrease the credit risk, but still it is very critical to
draw the optimal decision for the Decision Maker (DM)
as the number of defaulters is not known. To overcome
this di�culty, Pramanik and Maiti [14] considered
a percentage of total customers as defaulters. But
in reality, it is impossible to predict the amount of
defaulters at the beginning. So it is more appropriate
to consider the default credit risk as a function of cus-
tomers' credit period and credit amount as the number
of defaulters increases/decreases with customers credit
amount and credit period proportionally. According
to the authors best knowledge, there is only one
article [15], considered the default risk as a function
of customers' credit period. But number of defaulters
may vary with the customers' credit amount also. So
default risk must be a function of credit amount and
the duration of credit period. Though it is a real life
phenomenon, till now no researcher developed their
model incorporating it.

In 1963, Ghare and Schrader[16] �rst developed
an EOQ model on deteriorating items. Afterwards,
in di�erent circumstances, researchers developed their
models for deteriorating items assuming constant de-
terioration rate [2,17], time dependent deterioration
rate [8,18]. Recently, Pramanik et al. [19] gives
a new direction for modelling the inventory models
of deteriorating items introducing the interest paid
situation for the deteriorated units. As far as authors
knowledge go, till now none has introduced any supply
chain model on deteriorating items under trade credit
incorporating default credit risk, which depends on
credit amount and credit period.

During last two decades, soft computing al-
gorithms are successfully applied to solve inventory
control problems [10,11,17,20{22]. Among di�erent
soft computing algorithms, recently Arti�cial Bee
Colony (ABC) algorithm draws more attention due
to its accuracy of searching the optimal solution with
signi�cantly large decimal places. Recently Pramanik
and Maiti [23] uses this approach to solve an inven-
tory control problem. Due to this reason here ABC
approach is followed to draw marketing decision.

Removing the above mentioned shortcomings, the
following new concepts are introduced in the present
investigation:

� Two level trade credit policy with default customers
is considered;

� Here, number of default customers depend not only

on the customers' credit period but also on the credit
amount which have not been considered till now;

� Very few have investigated the inventory policy of
deteriorating items with default customers. Here,
time dependent deteriorating items is considered;

� ABC algorithm has been modi�ed suitably and
applied to the investigated problem;

� Contradictions between the number of defaulters
and credit amount as well as credit period are
pointed out and appropriate managerial decisions
are derived.

In a nutshell, a supply chain model has been formulated
for a deteriorating item under two level partial credit
policies. Due to credit opportunity of the customers,
there are some defaulters, who are not come back
to repay the credit amount. The default credit risk
depends on customers' credit amount and credit period.
Market demand is inuenced by the customers' credit
amount, customers' credit period and retail price of
the item. To �nd the optimal decision for the DM, an
ABC algorithm is implemented, tested and used. For
the real life implementation of the model, it is justi�ed
with some hypothetical data.

2. Notations and assumptions

Throughout this paper, the following notations are
used and assumptions are made.

2.1. Notations
I(t): Retailer's inventory level at any instant t;

Q: Retailer's order quantity;

A: Per order ordering cost for the retailer in $;

h: Unit time inventory holding cost in $;

p: Unit purchase cost in $;

�: Mark-up of selling price;

s: Unit selling price in $, where s = �p;

T : Retailer's replenishment time (a decision vari-
able);

�(t): Dynamic deterioration rate, depends on time
t, where 0 � �(t) < 1;

Ep: Expiration period of the product;

Ie: Rate of interest o�ered by the bank per $ per
unit time;

Ip: Rate of payable interest per $ per unit time to
the bank;

Z: Per unit time pro�t of the retailer in $.

R. Mondal et al./Scientia Iranica (2025) 32(4): 4607



3

2.2. Assumptions
(i) A supplier renders a full credit period (M) to its re-

tailer to increase the order amount. This opportunity
encourages the retailer to adopt a credit policy for the
customers. Due to credit risk, the retailer provides a
credit duration (N) to the customers on a part (�
(0 < � < 1)) of the procured amount and the rest
amount is to be paid by the customer at the time
of purchase. At the end of his/her credit duration,
the retailer has to pay interest to the supplier on the
outstanding amount at a rate Ip and the retailer can
earn interest on the sales revenue at a rate Ie in the
grace period. Under the circumstance, the retailer
pays the total outstanding amount to the supplier
just after the end of grace period by a bank-loan with
the same rate of payable interest Ip and continue to
repay the bank loan as soon as units are sold;

(ii) Usually, the customers pay their credit amount just
after the grace period, otherwise, the customer is
treated as defaulter, i.e., no credit amount should be
refunded from the default customer;

(iii) All the units of the item should be sold within the
expiration period otherwise the units will be fully
deteriorated and the deteriorated units are neither
repaired nor sold. The dynamic deterioration rate,
�(t), is expiration time dependent and is of the form:

�(t) =
1

1 + Ep � t ; 0 � t � T � Ep (1)

Eq. (1) implies that the retailer's replenishment time
should not exceed the expiration period of the item;

(iv) In a business transaction, default credit risk depends
on the credit amount and the credit period, i.e., in
the presence of large (short) credit period the credit
risk is very high (low) and also in the presence of
large (small) credit amount the risk is signi�cantly
high (low). Moreover the credit period and the credit
amount both simultaneously inuence the credit risk.
Due to this reason, in this study, the default risk of
the retailer, F (�;N); (0 � F (�;N) < 1) is assumed
as a function of the credit amount (�) and the credit
period (N) and is of the form:

F (�;N) = 1� e�a1�N (2)

(v) In reality, the market demand is inuenced by di�er-
ent factors such as selling price, credit policy, etc. In
this study, the demand of the item is inuenced by
the credit policy and the retail selling price. Also it is
well known that the e�ect of selling price on demand
is always inversely proportional to some extent. Here
the market demand is designed in such a manner
that in the absence of credit policy, the demand is
inuenced by the selling price only and vice versa.
In the presence of the credit policy, the demand

increases with the duration of credit period and the
credit amount at a decreasing rate. D is the per unit
time market demand, which is a function of retailers'
credit amount, credit period and selling price and is
in the form:

D =
a+ b (1� e�c�rNq )

s
; (3)

where a ; b ; c ; c ; r ; q and  are the positive real
numbers chosen form the expert's opinion for the best
�t of the demand.

3. Mathematical formulation and analysis of
the model with defaulters (Model 1)

According to the assumptions, the retailer begins each
cycle by ordering Q units of the item; replenishment is
instantaneous and the inventory depleted gradually due
to the market demand and deterioration. Thus at any
time, t, the inventory level, I(t), can be mathematically
represented as:

dI(t)
dt

+ �(t)I(t) = �D; 0 � t � T; (4)

with boundary conditions I(0) = Q and I(T ) = 0. By
solving Eq. (4) we have:

I(t) = D(1 + Ep � t) ln
�

1 + Ep � t
1 + Ep � T

�
for 0 � t � T: (5)

Thus

Q = I(0) = D(1 + Ep) ln
�

1 + Ep
1 + Ep � T

�
: (6)

The following costs and revenues govern the retailer's
average pro�t:

Sales Revenue (SR):

SR =
1
T

Z T

0
(1� �)Dsdt+

1
T

TZ
0

D�s

[1� F (�;N)]dt = Ds[(1� �) + �e�a�N ]: (7)

Ordering Cost (OC):

OC =
A
T
: (8)

Purchase Cost (PC):

PC =
Qp
T

=
p
T
I(0)=

pD(1 + Ep)
T

ln
�

1 + Ep
1 + Ep � T

�
: (9)
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Holding Cost (HC):

HC = h
T

TZ
0

I(t)dt = hD
T�

(1+Ep)2

2
ln
�

1+Ep
1+Ep � T

�
+ T 2

4
� (1 + Ep)T

2

�
: (10)

Payable and earned interest, as calculated be-
low.

Determination of interest amounts (payable
and earned)
To determine the average payable interest and average
earned interest, the following two situations are stud-
ied:

Case 1 (N < M): This situation is mostly
practised by the retailers to decrease paid interest
to the bank.
Case 2 (N � M): In some cases it is observed
that customers purchase the units during the whole
month and paid the whole amount after getting their
salaries. To capture those customers the retailer
some time provides such amount of delay period
though the supplier's credit duration may less than
the retailer's credit duration.

� Case 1 N < M : According to the assumption, in
this case, customers' credit duration is smaller than
the retailer's credit duration. Here three scenarios
may arise:

Scenario 1.1 : 0 < T +N �M
Scenario 1.2 : T �M � T +N
Scenario 1.3 : M � T

Scenario 1.1: 0 < T +N �M
In this scenario, the retailer receives all the sales
revenue from the customers before the grace period
o�ered by the supplier. So the retailer has not to pay
any interest.

Payable interest; IP = 0: (11)

The retailer can earn interest from the collateral de-
posit of the customers for the units sold in (0; T ] and
from the credit payment of the customers for the units
sold in (0; T ]. Those are presented mathematically in
Eqs. (13) and (14) respectively.

Thus in this scenario, retailer's total earned interest is
in the form:

Interest Earned (IE)

IE =
1
T

[IE1 + IE2] ; (12)

Figure 1. Pictorial representation Scenario 1.1.

where

IE1 = Ie

TZ
0

(1� �)sD(M � t)dt

= Ie(1� �)sD
�
MT � T 2

2

�
; (13)

IE2 = Ie

TZ
0

�sD(M �N � t)[1� F (�;N)]dt

= Ie�sDTe�a�N
�
M �N � T

2

�
: (14)

Also the Scenario 1.1 is presented graphically in Fig-
ure 1.

Scenario-1.2: T �M � T +N
In this scenario since M � T +N , so the settlement at
bank is made at t = T +N , i.e., when all revenues are
collected from the customers. The retailer has to pay
interests:

(i) Due to the customers' credit for the units sold in
(M � N;T ] as the credit payment of the customers
should be made after the time t = (M � N) + N ,
i.e., t = M , which is the grace period of the retailer.
This phenomenon is formulated mathematically in
Eq. (16);

(ii) Also the retailer bound to pay interest for the units
deteriorated in (0; T ] as the cost of those units should
have to pay the supplier at the time t = M , which
governs Eq. (17);

(iii) Retailer also have to pay interest on the credit
amount of the defaulters for the sold units during
(0;M �N ] as well as (M �N;T ], those are respec-
tively presented mathematically in Eqs. (18) and
(19). Thus in this scenario, the retailer has to pay
per unit time interest, IP as:
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IP =
1
T

[IP1 + IP2 + IP3 + IP4]; (15)

where

IP1 = Ip

TZ
M�N

�pD(t+N �M)dt

= Ip
�pD

2
(T +N �M)2; (16)

IP2 = Ipp(T +N �M)
TZ

0

�(t)I(t)dt

= IppD(T +N �M)�
(1 + Ep) ln

�
1 + Ep

1 + Ep � T
�
� T

�
; (17)

IP3 = Ip

M�NZ
0

�pD(T +N �M)F (�;N)dt

= Ip�pDF (�;N)(T �M +N)(M �N); (18)

IP4 = Ip

TZ
M�N

�pDF (�;N)[(T +N)� (t+N)]dt

=
Ip
2
�pDF (�;N)(T �M +N)2: (19)

Similar to Scenario 1.1, in this scenario, the retailer
can able to earn interest on the customers' collateral
deposit of the customers for the units sold in (0; T ] and
for the customers' credit payment for the units sold
in (0;M � N ], those are presented mathematically in
Eqs. (21) and (22) respectively. Thus the per unit time
earned interest of the retailer, IE is:

IE =
1
T

[IE1 + IE2]; (20)

where

IE1 = Ie

TZ
0

(1� �)sD(M � t)dt

= Ie(1� �)sD
�
MT � T 2

2

�
; (21)

IE2 = Ie

M�NZ
0

�sD(M �N � t)[1� F (�;N)]dt

= Ie�sDe�a�N
(M �N)2

2
: (22)

Figure 2. Pictorial representation Scenario 1.2.

The above stated situations for the Scenario 1.2 are
pictorially presented for better understanding in Fig-
ure 2.

Scenario 1.3: M � T
In this scenario, the retailer have to pay per unit time
interest, IP as:

IP =
1
T

[IP1 + IP2 + IP3 + IP4

+ IP5 + IP6 + IP7]; (23)

IP1 = Ipp
TZ

M

I(t)dt

= IppD
�

(1 + Ep �M)2

4

�
2 ln

�
1 + Ep �M
1 + Ep � T

�
� 1
�

+ (1 + Ep � T )2

4

�
; (24)

IP2 = Ip

MZ
M�N

�pD(t+N �M)dt = Ip�pD
N2

2
; (25)

IP3 =Ipp
TZ

M

�DNdt = Ip�pDN(T �M); (26)

IP4 = Ip

M�NZ
0

�pDF (�;N)(T +N �M)dt

= Ip�pDF (�;N)(T +N �M)(M �N); (27)

IP5 = Ip

TZ
M�N

�pDF (�;N)[(T +N)� (t+N)]dt

= Ip�pDF (�;N) (T +N �M)2

2
; (28)
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IP6 = IpP (T +N �M)
MZ

0

�(t)I(t)dt

= IppD(T +N �M)
�
(1 + Ep) ln

�
1 + Ep

1 + Ep �M
�

�M
�

1� ln
�

1 + Ep �M
1 + Ep � T

���
; (29)

IP7 = IpP
TZ

M

�(t)I(t)(T +N � t)dt

= IppD
��

M2

2
� (1 + Ep)2

2
+ (T +N)(1 + Ep �M)

�
ln
�

1 + Ep �M
1 + Ep � T

�
+ T 2 �M2

4

� (T +N)(T �M) + (1 + Ep)(T �M)
2

�
:

(30)

On the other hand, the retailer has an opportunity to earn
interest on the collateral deposit of the customers and on
the credit payment of the customers. Thus the per unit
time interest, earned by the retailer is:

IE = 1
T

[IE1 + IE2]; (31)

IE1 = Ie

MZ
0

(1� �)sD(M � t)dt

= Ie(1� �)sDM2

2
; (32)

IE2 = Ie

M�NZ
0

�sD(M �N � t)[1� F (�;N)]dt

= Ie�sDe�a�N
(M �N)2

2
: (33)

Therefore, the average pro�t of the retailer for Case 1: N <
M is given by:

Z1 =

8><>:Z11 if 0 < T +N �M
Z12 if T �M � T +N
Z13 if M � T

(34)

where

Z1j = SR�OC � PC �HC + IE � IP; (35)

for j = 1; 2; 3, where, SR, OC, PC, HC are in Eqs.
(7){(10) respectively and for j = 1; 2; 3; IP and IE are
respectively given by: Eqs. (11), (12) and Eqs. (15), (20),
(23),(31).

� Case 2: N �M
In this case to determine the payable and earn interest
of the retailer we have to study the following three
scenarios:

Scenario 2.1: N �M � T
Scenario 2.2: N � T �M
Scenario 2.3: T � N �M

Scenario 2.1: N �M � T
In this scenario, per unit time payable interest of the retailer
is:

IP = 1
T

[IP1 + IP2 + IP3]; (36)

where

IP1 = Ip

TZ
0

�pD(t+N �M)

= Ip�pD
�
T 2

2
+ (N �M)T

�
; (37)

IP2 =Ipp(T +N �M)
TZ

0

�(t)I(t)dt = IppD(T +N �M)

�
(1 + Ep) ln

�
1 + Ep

1 + Ep � T
�
� T

�
;

(38)

IP3 = Ipp
TZ

0

�DF (�;N)[(T +N)� (t+N ])dt

= Ip�pDF (�;N)T
2

2
: (39)

On the other hand, the retailer earn interest only on the
customers' collateral deposit. Thus the per unit time earn
interest of the retailer is:

IE = 1
T
IE1; (40)

where

IE1 =Ie

TZ
0

(1� �)sD(M � t)dt = Ie(1� �)sD

�
MT � T 2

2

�
: (41)

Scenario 2.2: N � T �M
In this scenario, the retailer have to pay per unit time
payable interest as:

IP = 1
T

[IP1 + IP2 + IP3

+ IP4 + IP5 + IP6]; (42)
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where

IP1 = Ipp
TZ

M

I(t)dt = IppD
�

(1 + Ep �M)2

4�
2 ln

�
1 + Ep �M
1 + Ep � T

�
� 1
�

+ (1 + Ep � T )2

4

�
; (43)

IP2 = Ip

MZ
0

�pD(t+N �M ])dt

= IP�pD
M(2N �M)

2
; (44)

IP3 = Ip

TZ
M

�pDNdt = Ip�pDN(T �M); (45)

IP4 = IppD
TZ

0

�F (�;N)[(T +N)� (t+N)]dt

= IppD�F (�;N)T
2

2
; (46)

IP5 = Ipp(T +N �M)
MZ

0

�(t)I(t)dt

= IppD(T +N �M)
�
(1 + Ep) ln�

1 + Ep
1 + Ep �M

�
�M

�
1� ln

�
1 + Ep �M
1 + Ep � T

���
; (47)

IP6 = Ipp
TZ

M

�(t)I(T )(T+N�t)dt

= IppD
��

M2

2
�(1+Ep)2

2
+(T+N)(1+Ep�M)

�
ln
�

1 + Ep �M
1 + Ep � T

�
+ T 2 �M2

4
� (T +N)(T �M)

+ (1 + Ep)(T �M)
2

�
: (48)

Also in this scenario, the retailer can earn interest on
the customers' collateral deposit for the sold units during
(0;M ], which is written mathematically in Eq. (50). Thus
the retailer's per unit time earn interest is:

IE = 1
T
IE1; (49)

where

IE1 = Ie

MZ
0

(1��)sD(M�t)dt = Ie(1��)sDM2

2
: (50)

Scenario 2.3: T � N �M
In this scenario, the retailer have to pay interest per unit

time is:

IP = 1
T

[IP1 + IP2 + IP3 + IP4 + IP5 + IP6]; (51)

where

IP1 =Ipp
TZ

M

I(t)dt = IppD
�

(1 + Ep�M)2

4�
2 ln

�
1 + Ep�M
1 + Ep�T

�
�1
�

+ (1 + Ep�T )2

4

�
; (52)

IP2 = Ip

MZ
0

�pD(t+N�M)dt = IP�pD
M(2N�M)

2
;
(53)

IP3 = Ip

TZ
M

�pDNdt = Ip�pDN(T�M); (54)

IP4 = IppD
TZ

0

�F (�;N)
�
(T +N)�(t+N)

�
dt

= IppD�F (�;N)T
2

2
; (55)

IP5 = Ipp(T +N�M)
MZ

0

�(t)I(t)dt

= IppD(T +N�M)
�
(1 + Ep) ln

�
1 + Ep

1 + Ep�M
�

�M
�

1�ln
�

1 + Ep�M
1 + Ep�T

���
; (56)

IP6 = Ipp
TZ

M

�(t)I(T )(T +N�t)dt

=IppD
��

M2

2
� (1 + Ep)2

2
+ (T +N)(1 + Ep�M)

�
ln
�

1 + Ep�M
1 + Ep�T

�
+ T 2�M2

4
�(T +N)(T�M)

+ (1 + Ep)(T�M)
2

�
:

(57)

Also in this scenario, the retailer can earn interest for
the customers' collateral deposit for the units sold during
(0;M ], which is presented in Eq. (59). Thus the retailer's
per unit time earn interest is:

IE = 1
T
IE1; (58)
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where

IE1 = Ie

MZ
0

(1� �)sD(M � t)dt

= Ie(1� �)sDM2

2
: (59)

Therefore, the per unit time pro�t of the retailer for Case
2: N �M is given by:

Z2 =

8><>:Z21 if T �M � N
Z22 if M � T � N
Z23 if M � N � T

(60)

where
Z2j(T ) = SR�OC�PC�HC + IE�IP; (61)
For j = 1, 2 and 3, where, SR, OC, PC, HC are in Eqs.
(7){(10) respectively and for j = 1,2,3; IP and IE are
respectively given by: Eq. (36), Eq. (40); Eq. (42), Eq.
(49); Eq. (51) and Eq. (58).

Hence the problem is to:8><>:Determine T; �;N and s to

Maximize Z =

(
Z1 when N �M
Z2 when N �M

(62)

where Zi; i = 1; 2 is de�ned in Eqs. (34) and (60)
respectively.

4. Proposed model without defaulters (Model 2)

In this case, it is assumed that all customers are honest
and repay their dues to the retailer in due time. Results for
this model are obtained putting a1=0 in the expressions of
Model 1.

5. Solution methodology

The above discussed models are optimized with the help
of a soft computing technique, ABC algorithm. The detail
discussion of the algorithm is presented below.

5.1. Arti�cial Bee Colony (ABC) algorithm
Imitating the food search technique of honey bees, the
search algorithm ABC was introduced by Karaboga [24]
for optimisation problems having only continuous decision
variables. After that the performance of the algorithm
is improved by the modi�cation of di�erent functions by
several researchers [25{27]. In this paper, the ABC algo-
rithm is implemented, tested and used for the continuous
optimization problem. For the detail mechanism of ABC
algorithm, reader may go through [19,23].

5.2. Implementation and parameter setting
The ABC algorithm is implemented using C++ program-
ming language. For the implementation of the ABC
algorithm, the stooping criterion is chosen as the maximum
number of iteration, maxit with the population size n = 60
and the limit value is set to lim = Dim �n, [24] where Dim
is the dimension of the problem.

5.3. Experiments and e�ciency
To investigate the e�ciency and consistency of the ABC
algorithm, it is tested for 10 benchmark test functions,
which are listed in Table A.1. in Appendix A. All the
test functions are optimized (minimized) for 30 dimension
problems. The obtained results are presented in Table
A.2. in Appendix A. From the results it is evident that
the implemented ABC algorithm is e�cient to draw the
decisions for any continuous optimization problems.

6. Numerical illustration

To observe the real life implication of the proposed model,
here six numerical examples are taken into account. The
parametric values of di�erent parameters are given in the
corresponding examples as follows:

Example 1: A = 10, h = 0:05, p = 0:5, Ip = 0:1, Ie = 0:08,
M = 1:3, Ep = 1, q = 0:34, a = 100, b = 200, c = 4:0,
r = 0:7,  = 2:5, a1 = 0:2;

Example 2: A = 10, h = 0:05, p = 0:65, Ip = 0:15,
Ie = 0:05, M = 1, Ep = 1, q = 0:5, a = 110, b = 220,
c = 4:2, r = 0:7,  = 2:0, a1 = 0:25;

Example 3: A = 8, h = 0:03, p = 0:65, Ip = 0:1, Ie = 0:05,
M = 0:35, Ep = 1, q = 0:25, a = 130, b = 180, c = 4:3,
r = 0:65,  = 2:5, a1 = 0:35;

Example 4: A = 10, h = 0:05, p = 0:5, Ip = 0:1, Ie = 0:07,
M = 1, Ep = 1, q = 0:54 , a = 100, b = 200, c = 4:0,
r = 0:7,  = 2:5, a1 = 0:2;

Example 5: A = 10, h = 0:07, p = 0:65, Ip = 0:1, Ie =
0:05, M = 0:35, Ep = 1, q = 0:75, a = 100, b = 200,
c = 4:3, r = 0:4,  = 2:5, a1 = 0:3;

Example 6: A = 15, h = 0:03, p = 0:75, Ip = 0:15,
Ie = 0:05, M = 0:35, Ep = 1, q = 0:51 , a = 100, b = 200,
c = 5:0, r = 0:5,  = 2:0, a1 = 0:25.

For these examples, results are obtained using ABC algo-
rithm and are presented in Table 1.

From the results of Table 1, it is seen that the results
of the di�erent examples are belongs to di�erent scenarios of
the model. So from these outcomes, one can conclude that
the proposed model is applicable for any retail shop and
also the DM may able to draw the optimal decision in any
circumstances. Also from Table 1, a DM can able to realise
the actual loss due to the defaulters. To study the e�ect of
customers' collateral deposit in a real life transaction here,
a study has been made for di�erent parametric values of �.

6.1. Parametric study on �:
To establish the relation between � and N in a business
transaction, here a parametric study is performed with
respect to � with the di�erent parametric values as in
Example 1. The computed results are tabulated in Table 2.

From Table 2, it is observed that if the customer's
initial payment is higher (lower), the retailer wish to o�er
larger (smaller) credit period to the customers. This
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Table 1. Results of the models.

Example Model 1 Model 2 Loss due to
defaulters ($)T � N s Z ($) T � N s Z ($)

1 0.3478 0.8167 0.1766 0.88 108.66 0.3325 1.0000 0.2591 0.87 120.88 12.21
2 0.4899 0.4041 0.7361 1.54 75.82 0.4821 1.0000 0.5157 1.50 87.26 11.44
3 0.4146 0.7198 0.1228 1.25 61.67 0.3500 1.0000 0.13139 1.21 70.27 8.60
4 0.3594 0.2525 1.5037 0.93 94.86 0.3528 1.0000 0.4395 0.91 106.76 11.90
5 0.3956 0.0810 2.8357 1.27 57.17 0.3500 0.7285 1.6212 1.22 60.50 3.33
6 0.6358 0.2943 0.6358 1.59 30.86 0.5714 0.8014 0.5714 1.55 34.51 3.65

Table 2. E�ect of collateral deposit on customers' credit
period.

� N T Q Z

0.13 2.9197 0.4675 61.0695 71.87
0.14 2.7040 0.4697 61.8738 72.36
0.15 2.5116 0.4716 62.6275 72.79
0.20 1.8126 0.4788 65.4934 74.26
0.30 1.0848 0.4858 68.9006 75.51
0.40 0.7458 0.4898 70.6471 75.82
0.50 0.5471 0.4948 71.5968 75.67
0.60 0.4423 0.5120 73.2352 75.18
0.70 0.3413 0.5136 72.9311 74.57
0.80 0.2722 0.5152 72.6607 74.00

Table 3. Parametric study on N for �xed �.

N T Q Z

0.60 0.4944 71.3267 75.49
0.71 0.4906 70.8554 75.81
0.72 0.4904 70.8089 75.82
0.73 0.4899 70.7500 75.82
0.74 0.4899 70.6959 75.82
0.75 0.4896 70.6231 75.82
0.76 0.4894 70.5524 75.81
0.77 0.4893 70.5196 75.80
0.78 0.4890 70.4330 75.79
0.80 0.4886 70.3136 75.76
0.90 0.4878 69.5919 75.47

phenomenon basically occurs due to the credit risk; as
higher credit period/credit amount indicates higher credit
risk. So the retailer wishes to o�er less credit amount
with higher credit period or higher credit amount for lesser
credit period. This phenomenon agrees with any real-life
business transaction. Also the above stated phenomenon is
presented graphically in Figure 3.

6.2. Parametric study on N for a �xed �
To observe the e�ect of customer's credit period on a �xed
credit amount in a business transaction, here a parametric

Figure 3. Pictorial representation between � and N .

study is performed with respect to N with Example 1. The
obtained results are presented in Table 3.

From Table 3, it is seen that initially the system pro�t
(Z) increases with the increase of customer's credit period
(N), but after a certain value of N , pro�t decreases with
the increase of N . This phenomenon basically happens
due to two reasons: �rst is that if the customers' credit
period increases then the demand increases and also the
amount of payable interest increase. If the pro�t due to the
increased demand dominates the loss due to the interest
charge then pro�t increases and if the loss due to the
interest charges dominate the gain due to the increased
demand then pro�t decreases. Second is that higher value
of credit period calls higher credit risk, in other words the
number of defaulters increases with the increase of N , on
the other hand increases of N indicates the increases of
demand. Thus a particular value of N provides the optimal
pro�t of any inventory control system. The above stated
phenomenon also represented graphically in Figure 4.

6.3. Parametric study on � for a �xed N
To study the e�ect of customer's collateral deposit on
a business transaction for a �xed credit period, here a
parametric study is performed with respect to � with
Example 1. The obtained results are presented in Table 4.

In any business transaction, if the initial payment of
the customers increases then the total pro�t of the retailer
should be increases but higher value of initial payment
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Figure 4. E�ect of N on Z.

Table 4. Parametric study on � for �xed N .

� T Q Z

0.36 0.4893 70.4007 75.73
0.37 0.4889 70.3818 75.78
0.38 0.4888 70.3728 75.81
0.39 0.4887 70.3723 75.80
0.40 0.4886 70.3319 75.78
0.41 0.4887 70.2799 75.73
0.42 0.4889 70.2198 75.66
0.43 0.4888 70.1578 75.56
0.50 0.4909 69.4418 74.38

indicates the lower demand as well as lower pro�t. So an
appropriate value of customer's collateral deposit gives the
optimal pro�t of the system. These real life observations
are agree with the results of Table 4. Also from Table 4, it
is to be noted that if the value of collateral deposit is 38%
of the total purchase amount, then the system provides the
optimal pro�t and after this value of �, � increases but the
pro�t decreases. This phenomenon is presented pictorially
in Figure 5.

7. Conclusion

In this paper, for the �rst time a three layer supply chain of
a deteriorating item is considered under credit policy and
incorporating the e�ect of unfaithfulness of customers. Here
a supplier o�ers a credit period to its retailer to enhance
his/her order quantity and the retailer also o�ers a credit
period to his/her customers to increase the base demand of
the items. For the credit opportunity o�ered by the retailer,
the retailer always takes a credit risk to sell the items. The
default credit risk is considered in more realistic manner,
which depends on the customers' credit period and credit
amount. Demand is inuenced by the customers' credit
amount, customers' credit period and selling price of the
item. To determine the marketing decisions here a soft

Figure 5. E�ect of � on Z.

computing algorithm ABC is implemented and tested. The
main �ndings of this research work are summarised below:

� In each experiment it is observed that customers' credit
period is positive, i.e., in presence of defaulters also
the customers' credit period has a positive e�ect in the
return of the supply chain;

� A particular value of credit period gives maximum return
of the supply chain;

� A particular value of collateral deposit gives maximum
return of the supply chain;

� Defaulters are mainly inuenced by the credit amount
and credit period. Here, for the �rst time a generalised
function of defaulters is considered and analysed;

� The collateral deposit (1��) increases with credit period
(N) and vice versa, which agrees with reality in presence
of unfaithful customers.
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Appendix A

To test the e�ciency of the Arti�cial Bee Colony (ABC)
algorithm, here a list of test functions (Table A.1) has
been taken under consideration and the obtained results
are presented in Table A.2.
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Table A.2. Obtained results of test functions using ABC.

Function name ABC
Mean Std. Dev.

Sphere 5.10E-16 8.40E-17
Elliptic 4.79E-16 9.88E-17
Schwefel 2.22 1.28E-15 1.44E-16
Step 0 0
Quatric WN 4.86E-02 1.49E-02
Rosenbrock 4.32E-02 4.71E-02
Rastrigin 0 0
Griewank 7.62E-11 4.18E-10
Schwefel 2.26 1.09E-12 9.06E-13
Penalized 1 5.08E-16 5.15E-17

Table A.1. List of test functions.

Function name Function Search range

Sphere F1(x) =
Pn
i=1 xi

2 [�100; 100]

Elliptic F2(x) =
Pn
i=1 (106)(i�1)=(n�1)xi2 [�100; 100]

Schwefel 2.22 F3(x) =
Pn
i=1 jxij +

Qn
i=1 jxij [�10; 10]

Step F4(x) =
Pn
i=1 (xi + 0:5)2 [�100; 100]

Quatric WN F5(x) =
Pn
i=1 ixi

4 + random[0; 1) [�1:28; 1:28]

Rosenbrock F6(x) =
Pn�1
i=1 [100(xi+1 � xi)2 + (xi � 1)2] [�10; 10]

Rastrigin F7(x) =
Pn
i=1[xi2 � 10 cos(2�xi) + 10] [�5:12; 5:12]

Griewank F8(x) = 1
4000

Pn
i=1 xi

2 �Qn
i=1 cos( xip

i
) + 1 [�600; 600]

Schwefel 2.26 F9(x) = 418:98288727243369� n�Pn
i=1 xi sin(

pjxij) [�500; 500]

Penalized 1 F10(x) = �
n

�
sin2(�y1) +

Pn�1
i=1 (yi � 1)2[1 + sin2(�yi+1)] + (yn + 1)2	 [�50; 50]

+
Pn
i=1 u(xi; 10; 100; 4)

yi = 1 + 1
4 (xi + 1) and

uxi;a;k;m =

8>><>>:
k(xi � a)m xi > a

0 � a � xi � a
k(�xi � a)m xi < �a
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