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Abstract 

Flexible job shop scheduling under uncertainty plays an important role in real-world 

manufacturing systems. This paper deals with the flexible job shop scheduling problem 

to minimize the sum of jobs’ tardiness considering machines breakdown and order due 

date modification as two important disruptions in this production system. To this end, the 

problem is formulated as a mixed-integer linear programming model. In addition, two 

strategies are proposed including allocating multiple machines to each job and selecting 

the best alternative process from other jobs to handle these disruptions. Since the 

problem is well-known strongly NP-hard, a hybrid metaheuristic algorithm based on the 

Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) is proposed to solve 

the real-sized instances of these problems. Numerical experiments are used to evaluate 

the performance and effectiveness of the proposed hybrid algorithm. Obtained results for 

the small-sized instances show that the proposed algorithm provides proper solutions in 

terms of optimality and CPU Time. In addition, results for the medium- and large-sized 

scales validate the efficiency of the proposed algorithm and indicate that the proposed 

hybrid solution approach outperformed the classic GA in terms of the objective function 

value and the CPU time. 

Keywords: Flexible Job Shop,  Reactive Scheduling, Uncertainty,  Tardiness 

mailto:sh.hosseini@shahroodut.ac.ir


2 

 

1. Introduction 

The job shop scheduling problem (JSSP), which was proposed in 1976 by Coffman and Bruno 

[1], is one of the most popular scheduling problems that is receiving increasing attention in the 

field of academic research and manufacturing enterprise. The flexible job shop scheduling 

problem (FJSSP) as a generalization of JSSP is a classical combinational optimization problem 

in real-world manufacturing systems. In FJSSP, an operation can be processed by more than one 

machine, i.e., alternative routings are allowed. This kind of production system has expanded 

access to machines for all of the operations; consequently, it can be an efficient method for 

overcoming the existing uncertainty [2-6].  

Uncertainties such as machine breakdowns and modifications or cancellations of the orders 

cause usually failure in initial scheduling. These unexpected disruptions can lead to changes in  

order modification and the subsequent changes in product delivery date, and even jobs 

inaccessibility in the start time of operations on machines, may lead to the stochastic start time of 

operations [7]. 

If significant disruptions occur in a job shop, there is no way instead of complete 

rescheduling; but in the case of insignificant disruptions, using an efficient approach can adapt 

the initial scheduling to the new condition. For this purpose, reactive scheduling is well-known 

as a proper approach to deal with these kinds of disruptions. Most of the present reactive 

scheduling methods are based on a real-time dispatching strategy. 

To repair the suggested schedule by the predictive scheduling in real-time due to internal 

disruptions (e.g. machine breakdown) and external disruptions (e.g. postponing the delivery date 

of orders), reactive scheduling uses intelligent technology, mainly Affected Operation 

Rescheduling (AOR) and Right Shift Rescheduling (RSR).  Fig. 1 shows the way reactive 

scheduling deals with disruptions during production. 

 

Please insert here Fig. 1 

 

Reactive scheduling is divided into two categories: (a) rescheduling, and (b) repair 

scheduling. Repair scheduling would be a proper approach to adapt the original scheduling to the 

new status. This approach attempts to improve the original scheduling so that the best results are 

achieved in terms of unexpected internal and external disruptions. This study aims to conduct the 

FJSSP by considering machines breakdown and order due date modification as the most 

important disruptions in this production system.  In this way, repair scheduling is used to respond 

to these disruptions during running the original predictive scheduling. To tackle the problem, a 

predefined probability distribution is assumed for the start time and processing time. 

The remaining sections of this study are organized as follows: A literature review is provided 

in section (2). Problem definition and the proposed mathematical model are presented in section 

(3). Section (4) is devoted to the solution approach that is a hybrid procedure based on GA and 

PSO. Numerical instances and result analysis are presented in section (5). Finally, section (6) 

provides a conclusion and future researches. 
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2. Literature review 

The FJSSP has many applications in manufacturing industries, and hence, has received more 

attention of researchers in last years [8-10]. However, little attention has been paid to address the 

problem under uncertainty. Jackson [11] distinguished the notion of static and dynamic 

scheduling from each other. This section presents the literature on scheduling problems under 

uncertainty with a focus on reactive approaches in solving them. 

Sabuncuoglu and Bayiz [12] used a reactive scheduling approach in the production 

environment, they analyzed different scheduling policies related to the condition of machines’ 

unavailability in the classic job shop. Chryssolouris and Subramaniam [13] proposed a GA for 

reactive scheduling in a job shop scheduling problem (JSSP). They considered two effective 

criteria for performance including average job’s tardiness and average job’s cost. Albers and 

Schmidt [14] they studied the allocation problem of a jobs’ set in online scheduling on several 

identical machines to minimize the makespan. They assumed that machines are not permanently 

available due to breakdown. Qi et al. [15] studied a single machine scheduling problem wherein, 

jobs have distinct due dates. They examined the single machine case in detail in order to find the 

optimal sequence of jobs. Suwa and Sandoh [16] suggested a scheduling policy for job-shop 

reactive scheduling under the circumstances of machines’ unavailability. Hao and Lin [17] 

studied one of the classic scheduling in a dynamic environment that emphasizes responsiveness 

to environmental changes. Adibi et al. [18] provided an event-driven policy JSSP in which jobs 

arrive stochastically. In the presence of machine breakdown, they proposed an artificial neural 

network for searching parameters in a rescheduling point. Kianfar et al. [19] considered an 

FJSSP with sequence-dependent setup times under uncertainty wherein, jobs arrive dynamically. 

He and Sun [20] investigated the FJSSP while machine breakdowns can happen. They provided 

a multi-strategies approach to make a robust and stable schedule. Zhang et al. [21] developed a 

new hybrid intelligent algorithm; they considered two kinds of disruptions, such as random jobs 

arrival, and machine breakdown. De Freitas Rodrigues et al. [22] studied a scheduling problem 

with identical parallel machines. They considered that some specific jobs are not able to be 

processed on some specific machines. He et al. [23] studied a single machine system with 

parallel batching where rejection is allowed. They proposed dynamic programming algorithm 

and approximation algorithm in order to minimize the makespan and the total rejection cost. 

Zinder and Walker [24] proposed a new method for scheduling on parallel identical machines 

with integer preemptions. 

Literature review indicates that there are many studies in tackling the disruption issue in 

scheduling problems. However, a few efforts have investigated disruption in JSP and FJSP using 

reactive approaches. Rey et al. [25] studied the FJSSP in a just-in-time (JIT) production system. 

They used two meta-heuristic (GA and PSO) for managing job release times. Rohaninejad et al. 

[26] addressed a bi-objective FJSSP under uncertainty considering machines’ capacity 

constraints. Their objectives were minimizing the makespan and overtime costs of machines. 

They formulated the problem using a nonlinear integer programming model. Moreover, they 

developed a hybrid meta-heuristic algorithm to solve problem on practical scales. Shen and Zhu 
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[27] studied a JSSP under uncertainty in processing time and cost.  Xie and Chen[28] have 

solved a JSS model under a new uncertainty for minimizing the completion time. Also, they have 

examined the gray processing time interval for these problems.  

Since the FJSSP is well-known strongly NP-hard, many studies used heuristic or 

metaheuristic algorithms to solve the FJSSP [29]. Tavakkoli-Moghaddam et al. [30] suggested a 

hybrid approach based on an artificial neural network and a two-step annealing algorithm to 

solve a stochastic JSSP. Subramaniam et al. [31] provided a heuristic in order to adjust randomly 

occurred multiple disruptions. Their proposed method showed proper solutions and 

outperformed other methods. Xiuli [32] considered an FJSSP and suggested a multi-objective 

optimization method based on GA. Fattahi and Fallahi [33] used a dynamic programming model 

for the FJSSP and suggested two functions to establish a trade-off between efficiency and 

reliability using a GA. Lei [34] developed an efficient decomposed-integration GA for 

minimizing the maximum fuzzy completion time in a flexible job shop. Hatami et al. [35] 

proposed a three-stage assembly scheduling model with sequence-dependent setup time. They 

designed two meta-heuristics namely, simulated annealing and tabu search. Liu et al. [36] studied 

a flexible job shop dynamic scheduling and proposed a multi-objective model that includes 

tardiness penalty and construction time. They adapted GA for strategic scheduling of cycle-

driven. Jolai et al. [37] developed a novel hybrid meta-heuristic algorithm for a no-wait flexible 

flow shop system; their main objective is to minimize the maximum completion time. Hokim et 

al. [38] implemented a tire manufacturing process scheduling using an efficient PSO algorithm 

with the aim of minimizing the makespan. Naderi-Beni et al.[39] studied an unrelated parallel 

machines scheduling problem. They proposed a fuzzy bi-objective mixed-integer linear 

programming model. They addressed sequence-dependent setup times, machine eligibility 

restrictions and release dates. Shen et al. [40] provided a FJSS model with setup time to 

minimize makespan. In this paper, they defined a tabu search algorithm with a specific 

neighborhood. Jamrus et al. [41] developed a hybrid approach integrating a PSO with a cauchy 

distribution and GA (HPSO+GA) for solving an FJSS problem by finding a job sequence that 

minimizes the makespan with uncertain processing time. Soleimani nia and Mehdizadeh [42] 

presented a mathematical model for FJSS problem with reverse flows and solved it using GA. 

Huang et al. [43] proposed a teaching-learning-based hybrid genetic-particle swarm optimization 

algorithm to address multi-objective an FJSSP. Thereinafter, researchers used a hybrid procedure 

based on GA and glowworm swarm optimization algorithm with a green transport heuristic 

strategy (GA-GSO-GTHS) [44]. 

Although several studies have dealt with the FJSSP under uncertainty, there is a lack of 

efficient solution procedures for the FJSSP under uncertainty considering machine breakdowns 

and modification in order delivery date. So, the novelty of this paper can be stated as formulating 

and proposing a new reactive scheduling approach to handle two aforementioned disruptions in 

the FJSSP. In this way, two strategies are proposed including allocating multiple machines to 

each job and selecting the best alternative process from other jobs as a reactive approach. 
 

3. Problem definition and mathematical model 
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The FJSSP by considering machines breakdown and order due date modification as two 

common kinds of disruption is investigated and solved in this paper. The objective is to minimize 

the sum of tardiness. This section aims to formulate the problem as MIP model to better 

understand. Firstly, assumptions of the problem are addressed as follows:  

 Precedence relationship among operations of a job is predefined 

 Each operation for each job is being allocated to one machine 

 Operations sequence on jobs have priority 

 Jobs sequence on machines have priority  

 None of the operations can be stopped (preemptive) 

 The setup time of machines that includes the process time is independent for operations 

process 

 The start time and operation process are random with a uniform probability distribution 

Indices and sets: 

 ,i h  Indices for jobs,  , 1, 2,  ,   i h J   

,j k   Indices for operations,   ,    1, 2,  ,  ij k N   

m  Indices for machines,  1,  2,   ,   cm M   

c  Indices for stages,  1,  2,   ,    c C   

General parameters: 

 J  Number of jobs 

 C  Number of stages 

iN  Number of operations of thi  job 

cM  Number of the similar machines in the thc  stage 

 ijO  thj  operation of thi  job 

cij  A binary parameter that takes value 1 if  
thj  operation of 

thi  job requires to 

the 
thc  stage; 0 otherwise 

 M  A very large number 

Parameters relevant to the original schedule of the th
 
period: 

  J   Jobs’ set of the th period 

cijmep  
The earliest processing time of ijO on the thm  machine in the  thc  stage in the 

time-interval of the th period  

cijmlp  The latest processing time of ijO on the thm  machine in the  thc  stage in the 

time-interval of the th period 
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  cijmp  Processing time of ijO on the m
th

 machine in the  
thc  stage in the 

 ,cijm cijmep lp   time-interval of the th period (random parameter) 

 id   Delivery date of thi job of the th period 

ijet   The earliest start time of 
thj  operation of thi  job in the time-interval of the 

th period  

ijlt   The latest start time of 
thj  operation of thi  job in the time-interval of the th

period  

ijt   Start time of 
thj  operation of thi  job in the  ,ij ijet lt   time-interval of the th

period (random parameter) 

  D   Occurrence time of disruption of the th period (random parameter) 

 cijmb   A binary parameter that takes value 1 if 
thm  machine is allocated to the ijO   in the 

thc   stage of the 
th period; 0 othrewise 

Parameters relevant to the reactive scheduling of the 
th

γ  period: 

 J   Correction of jobs’ set of the 
th  period 

cijmep   
The earliest processing time of ijO on the thm  machine in the thc  stage in the 

time-interval of the  th 
period  

cijmlp   The latest processing time of ijO on the thm  machine in the thc  stage in the 

time-interval of the  th 
period 

  cijmp   Processing time of ijO on the thm  machine in the thc stage in the 

 ,cijm cijmep lp   time-interval of the  th 
period (random parameter) 

 id   Correction of delivery date of thi  job of the 
th  period 

cmT   Inaccessibility time of thm  machine in the thc  stage of the 
th  period 

Decision Variables: 

  ijv 
 A binary parameter that takes value 1 if the strat time of ijO  occurs sooner than 

disorder' s outbreaking time of the 
th   period; 0 othrewise 

 cijmx   
A binary parameter that takes value 1 if 

thm  machine is allocated to the ijO   in the 

thc   stage of the 
th   period; 0 othrewise 

ijt   Start time of 
thj  operation of thi  job in the  ,ij ijet lt   time-interval of the  th 

period (random variable) 
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 cihz   A binary parameter that takes value 1 if 
thi job preced to the 

thh  job, and both of 

them require the 
thc stage of the 

th   period; 0 othrewise 

  

    In the following section, the proposed mathematical model has been defined: 

 1 1 1
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i i i

J C M
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      0,    , , 0 1   , i, j,k,m,cij cijm cih ijt x z v ،                                                                              

 γ τ τ γ τ γ γ τ

ij ij cijm cijm cij cijm cijm cih ijξt ,ξt 0,ξp ,ξp 0, ,b ,x ,z ,v 0,1 , i, j,k,m,c                                              (12) 

Eq. (1) minimizes the sum of jobs’ tardiness as the objective function. Eq. (2) indicates that 

each operation has to be allocated to a machine in each stage of the sequence. Eq. (3) ensures 

that there is a specified boundary between the original and the reactive scheduling. Eq. (4) shows 

that the intervals of each operation’s start time of a job do not have overlap. Eq. (5) guarantees 

that the operation’s start time can be affected by disruptions occurrence. Eq. (6) displays that the 

operation sequence of a job has priority. Eqs. (7) and (8) show that similar operations of each job 

on a machine have priority. Eq. (9) indicates that the operation’s start time of a job is a uniform 

random variable which is between the earliest and latest start time. Eq. (10) represents that 

operations’ start times of jobs, which are carried out in the original scheduling time-interval, are 

not allowed to be changed in the reactive scheduling. Eq. (11) assures that a machine will be 

allocated only to the operation of a job that requires to be processed. Eq. (12) indicates that the 

start time of operations can acquire positive values, and a series of variables are binary. 

According to the proposed linearization approach by Bagheri and Bashiri [45], iβ  is defined 

as (13). 

 1 1
(0, .   ) ,       

c

i i i

C M

i iN CiN m CiN m ic m
max t p x d i     

 
                                                             (13)                                               

The constraints (14) and (15) should be added to the model. 

0i                           i                                                                                                            (14) 

 1 1
.                     ,        

c

i i i

C M

i iN CiN m CiN m ic m
t p x d i     

 
                                                          

(15) 

Finally, the linearized model will be as bellow, and Eq. (1) will be converted to (16). 

1
 

J

ii
Min




                                                                                                                                  (16) 

Now a numerical instance is solved by the exact method applying LINGO software. Assume a 

factory that produces and repairs household appliances by receiving orders. This factory has four 
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main stations including machining, milling, pressing, and casting stations, and uses a job shop 

system to produce and repair components. In the first half of January 2020, it has received an 

order of manufacturing four components; according to the contract, this factory is supposed to 

deliver the order within 22 days (from 2020/02/01 up to 2020/02/22). Table 1 provides more 

details about this order. 

 

Please insert here Table 1 

The mentioned factory has six machines in the pressing station, the machining station has 

consisted of two parallel identical machines, and each milling and casting station includes one 

machine. Fig. 2 illustrates the layout of the aforementioned stations. 

Please insert here Fig. 2 

For instance, 𝑚21 refers to the first
 
machine of the second stage in the above figure. There are 

four operations in the discussed factory that each of them has to be performed by its specified 

machine. According to the demand, some operations have to be performed on each component. 

Therefore, the processing route of each component may be different compared to other 

components. Operations sequence on components have priority and is defined as follows: 

 1 1 2 3 4:      i   C C   C C 

 2 2 4 3:    i C   C C 

 3 4 3 2:    i C   C C 

 4 1 3 2:    i C   C C 

The setup times during changing the components are independent and include process time. 

Each operation of each job is allocated to a machine in a specified stage, and the job sequence on 

machines has priority, but the job is on the priority that has closer delivery time. By considering 

experts’ opinions, the deterministic start times and operations processes are provided in Tables 2 

and 3. 

 

Please insert here Table 2 

Please insert here Table 3 

To predict in the original scheduling, some other binary parameters are required which have to 

be specified by the experts’ opinion. Since reactive scheduling depends on the original 

scheduling and the way that disruptions occur, efficient and practical scheduling is affiliated with 

the correct decisions which are made by experts. The parameters, which have to be determined 

by experts, are as follows: 

- Does the 
thj operation need to the thi job in the thc  stage? 

- Is the thm  machine allocated to the 
thj  operation of thi job in the thc  stage? 
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The answers to the above questions are provided in Tables 4 and 5. It should be noted that if 

their answers are positive, they will get 1, and otherwise will get 0. 

 

Please insert here Table 4 

Please insert here Table 5 

The manufacturing and repairing process of this factory may face two fundamental internal 

and external disruptions: 

Internal environment: Due to misuse of 31m  machine by an operator, this machine will be broken 

and requires two complete days of maintenance. For this purpose, the inaccessibility time of 1
st
 

machine in the 3
rd

 stage is indicated in Table 6 as follows: 

Please insert here Table 6 

External environment: Customers of first and third orders want to receive their orders on the 

fourth day, but the factory has changed their delivery dates to 12
th

 and 17
th

 days, respectively. 

Given the two abovementioned disruptions, the processing time of ijO  on thm machine in the thc

stage, when the machine thm  is not available or time-interval  ,cijm cijmep lp   has revised in the 

th  period, as has been shown in Table 7.  

Please insert here Table 7 

Now, a small-sized instance is illustrated and solved using the proposed model as follows: 

Please insert here Fig. 3 

4 , :1,2,3,4     ,  4 :1,2,3,4J i h C c     

1 2 3 44,  3,  3,  3N N N N     

1 2 3 41,  2,  1,  2M M M M     

 22

1 2 3 422 , , ,j i i i i     

Orders’delivery date of th  period are as Table 1. ijt   and   ijmp  are two random parameters 

that have a uniform distribution.  

Please insert here Table 8 

 ij ij ij ijt et lt et R                                                                                                                     (17) 

   cijm cijm cijm cijmp ep lp ep R                                                                                                          

(18) 
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     Eq. (17) shows that operation start times of th  period are a random variable. ijet  and ijlt 

show the earliest and latest operation start time that will be replaced by values of Table 2. Eq. 

(18) indicates that the operation process time of th  period is a random variable; cijmep
 and cijmlp

represent the earliest and latest process time of operation, respectively; cijmep
 and cijmlp

will be 

replaced based on the values of Table 3. In this section, random values, which are between 0 and 

1 with a uniform distribution are generated as like as Table 8. 
 

For simpler scheduling, the integer part of random variables of the operation’s start time and 

process time will be considered. Given that ijt   and   cijmp are two random variables between 

deterministic interval-time of th  period, and by considering that start time and operation process 

are random variables, two following policies are adopted: 

- One time, the original scheduling will be predicted by using the earliest operation start time and 

operation process which exist in Tables 2 and 3, respectively. 

- One another time, the original scheduling will be predicted by using the latest operation start 

time and operation process which exist in Tables 2 and 3, respectively. 

In order to deal with the machine breakdown and the modification of orders’ delivery date, 

the following steps are applied: 

Step 1: Consider that two above disruptions occurred on the 4
th

 day, all of the operations of jobs 

had occurred according to the earliest scheduling up to the 4
th

 day of the τ
th

 period; due to 

stopping the processing operations are not allowed, all of the operation, which their start time is 

before the 4
th

 day, will not be stopped. It should be noted that machines will become free when 

the operation processes finish. For instance, 22O  , 34O  , 41O  and 11O have been processed based 

on the original scheduling, because their start times were before the 4
th

 day. 

Step 2: For the operation, that their start times are after the fourth day and 2 above disruptions 

have occurred, process time will be changed due to machine breakdown.  

Step 3: For the remained operations of each job in the reactive scheduling, multiple machine 

allocation process to each job is considered in order to allocate one another machine in the same 

step instead of the broken machine; it is worth mentioning that machines allocation to operations 

is conducted by considering the new delivery dates and objective function. In this instance, the 

subsequent of operation process for each job will be considered for remaining operations: 

- Various modes for machines allocating to remained operations of the first job: 

21 31 41

22 31 41

1

21 31 42

22 31 42

:

m m m

m m m
i

m m m

m m m
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- Various modes for machines allocating to remained operations of the second job: 

41 31

2

42 31

:
m m

i
m m








 

- Various modes for machines allocating to remained operations of the third job: 

31 21

3

31 22

:
m m

i
m m








 

- Various modes for machines allocating to remained operations of the fourth job: 

31 21

4

31 22

:
m m

i
m m








 

Step 4: In the case of happening disruption in the machines allocation process to each job, 

another high priority process can be replaced. 

Based on the obtained results, Fig. 4 shows the earliest time scheduling of the th  period and 

the dealing way of reactive scheduling to the happened disruptions. 

 

Please insert here Fig. 4 

Based on Fig. 4, total tardiness is equal to 4. In addition, Fig. 5 demonstrates the Gantt chart 

for the latest time scheduling of the th  period and the dealing way of reactive scheduling to the 

happened disruptions. 

 

Please insert here Fig. 5 

4. Solution approach 

4.1. The proposed GA 

Since the discussed problem is strongly NP-Hard, it can not be solved on medium and large 

scales using the exact method in a reasonable time. Therfore, the following hybrid procedure are 

proposed based on the GA to solve the problem on the practical scales. 

Step 1: one of the most important issues in designing a meta-heuristic algorithm is the way that 

its constraints are defined. This hybrid approach forms the structure of the chromosomes 

according to some of the mathematical model’s constraints. This method decreases the CPU time 

of the algorithm due to preventing the generating of defective chromosomes using a penalty 

strategy. In the other words, the obtained infeasible solutions during the search process are 

considered in the penalty strategy; consequently, a fitness function will be created which 

includes the main objective function and penalty function, and the problem will be converted to 

an optimization problem without constraints. 
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There are lots of penalty functions; multiplicative penalty function is used in this problem 

which is defined as Eq. (20): 
 

 1ˆ . .z z v                                                                                                                               

(20) 

The existing 𝛽  in the above equation is the coefficient of penalty which is a constant number; 

it is determined based on the importance degree of constraints. In the following section, the 

penalty’s coefficient of each defined mathematical model’s constraints is determined; therefore, 

a specified amount of penalty will be added to the fitness function while a specific constraint is 

not satisfied. The penalty of each constraint is defined by the following equations: 

0

0

{ } 1
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Violation g g
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                                                                                                           (21) 
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                                                                                          (23) 

Provided Eqs. (A1) to (A19) in the appendix is added to the main objective function, and as 

mentioned, the concerning problem will be converted to a problem without constraint. Then, the 

fitness function has to be maximized. As mentioned, the multiplicative penalty function is used 

in this problem that by considering Eq. (20) will be written as follows: 

   (0,( .   )) . 1 1000 1 19 ][
1 11  

MJ C cMax t p x d Violation ViolationMin
c mi iiN CiN m CiN m

i i i

    
       

 

In order to convert the minimum fitness function into the maximum fitness function, the 

bellow steps have to be considered: 

 

    1 1 1

1
 

 [ (0, ( .   )) . 1 1000 1 19 ]
c

i i i
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Max

Max t p x d Violation Violation


    
  

     
 

Step 2: The existing decision variables in the mathematical model, such as  cihz  , ijt  ,  cijmx 
 and 

 ijv 
, form the structure of chromosomes as two-dimensional, three-dimensional, and four-

dimensional matrices. It should be noted that all of the structure of the chromosomes has to be 
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converted into two-dimensional matrices. In this section, the chromosome structure of the current 

problem will be defined. 

 Structure of chromosome  

τ

ijv  

Chromosome  ijv 
 is formed of a random 4 × 4 matrix that includes binary numbers. Reactive 

scheduling is applied in order to respond to the original schedule’s disruptions. As a result, 

reactive scheduling is always run after predictive scheduling. In this case, if a gene obtained a 

random value of 1, all of the prior genes have to obtain 1. Table 9 shows a relevant matrix of 

chromosome  ijv 
. 

 

Please insert here Table 9 

 Structure of chromosome  

γ

cijmx  

Chromosome  cijmx 
 is formed of a random 16 × 6 matrix that includes binary numbers. By 

considering the assumed sequence, the second, third, and fourth jobs do not have a fourth 

operation. Therefore, 24O , 34O and 44O  genes have to be equal to zero in order to not allocate 

machines to them. The probability that a gene gets 1 is dependent to the cij . Each operation for 

each job needs only one step; consequently, that operation gets 1, and others get 0. While there is 

only a machine in a step and by considering that the operation requires the discussed step, the 

aforementioned machine obtains 1, and the rest of the machines acquire 0. However, when there 

is more than one machine in a step and by considering that the operation requires the discussed 

step, a machine has to be allocated to that operation; so if the first gene acquires the value of 1 

randomly, the second gene of the same step has to be 0. Due to being processed, none of the 

operations that have been allocated in the main scheduling must have to be considered in the 

reactive scheduling. Due to being processed according to the latest process time as Table 10 

shows, no machines are not allocated to the 21O , 22O , 31O and 41O operations in the structure of 

chromosome  cijmx 
. 

 

Please insert here Table 10 

 Structure of chromosome  

γ

cihz  

Chromosome  cihz   is formed of a random 16 × 4 matrix that includes binary numbers. 

Considering the sequence of the jobs, the relevant genes to the jobs, which have the same stages, 

have to be set to 0; but in lieu of h i , genes of them can get 0 and 1 randomly. While two 

abovementioned jobs require to be processed in the same stage and at the same time, the genes 

acquire 1; otherwise, the aforementioned genes obtain 0. In lieu of i h , all of genes acquire 0. 

Table 11 demonstrates the structure of chromosome  cihz  . ihS  indicates that thi  job is preferred 

to thh . 
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Please insert here Table 11 

 

 

 

 Structure of chromosome 
γ

ijξt  

Chromosome ijt   is formed of a random 4 × 4 matrix that includes binary numbers. The 

specified intervals are considered based on probabilistic intervals in order to prevent generating 

random numbers out of control limits. A random interval between (0, 5) has to be generated for 

the operation start time of each job, and the operation start time of the remained jobs have to 

acquire the following value: 

operation start time of the remained jobs = (a random integer number of previous operation 

start time + process time of previous operation, a random integer number of previous operation 

start time + process time previous operation + 5) 

     Since genes of chromosome  ijv 
 acquire 1, it shows that predictive scheduling is running. 

Therefore, the relevant start time of this chromosome has to be calculated based on the 

predefined values of Table 2 and relevant process time has to be calculated according to Table 3. 

However, if genes of  ijv 
 chromosome acquire 0, it indicates that reactive scheduling is running; 

consequently, related start time will not change and process time has to be calculated based on 

Table 7. It should be noted that the generated chromosome ijt   is provided in Table 12. 

Please insert here Table 12 

Step 3: In this step, the way that the initial population will be generated is described. It should be 

noted that that the number of initial population is one of the most important parameters; on the 

other hand, it depends on several different criteria. One of the most important criteria, which 

determines the initial population, is the length of the longest Chromosome. The number of initial 

population in the proposed GA is calculated based on Eq. (24): 

0 2blP                                                                                                                                          

(24) 

Due to the repetition of genes in some chromosomes, it is better to consider the 

chromosomes’ number of population less than the number of permutations of 0 and 1 in a 

chromosome. Consequently, there are two modes for each gene. If l shows the length of the 

chromosome, which is calculated by multiplying the number of variables in the objective 

function and the number of genes that can obtain 1 and zero, is equal to 16 × 2 in the aforesaid 
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instance; on the other hand, b is a fixed parameter that is equal to 0.2 in this instance. Therefore, 

𝑃0 value will be calculated as follows: 
 

0.2 32 6

0 2 2 64P      

As a result, 64 chromosomes will be generated randomly for each chromosome; but before 

entering the main body of the proposed algorithm, some operations have to be carried out. All of 

these chromosomes are generated 5 times and the chromosomes which impose the penalty to the 

objective function, are eliminated. Then, feasible chromosomes, which have been produced in 

the initial population, will be enhanced by using genetic operators in order to find an optimal 

solution. 

Step 4: The roulette wheel is used in this study as the following: 

First, the fitness percentage of feasible chromosomes is measured through Eq. (25): 
 

      
0(

           
,  , , ) 10

                 
[

 
]ij cijm ij cih

Fitness functionvalue foreach feasiblechromosome
v x t z

sumof all of the functionvalues of the feasible chromosomes

                       

(25) 
 

After that, the numbers of involved chromosomes in the crossover operator are determined. It 

should be noted that some of these chromosomes must participate in the crossover operator. The 

number of involved chromosomes in the crossover operator is calculated through Eq. (26): 
 

02
2

c
C

P P
N round

 
  







                                                                                                             

(26) 

0 P  The number of the initial population. 

cP  The crossover operator ratio (it is usually about 0.6). 

CN   The number of participated chromosomes in the crossover operator. 

sN   Counter of selected chromosomes for crossover operator. 

 

The chromosomes that participate in the crossover operator: As the next generation is 

supposed to be better than the previous generation, the chromosomes, which have a higher 

percentage of fitness, have a higher probability to participate in the crossover operator. 

Therefore, the roulette wheel method is selected to determine which chromosomes are involved 

in transplant reproduction operations. In accordance with the fitness value of each chromosome, 

chromosomes will participate in the crossover operator. 
 

Step 5: The proposed algorithm uses a simple one-point crossover to create new offspring. If 

they are feasible, they will be kept for the next step; otherwise, they will be eliminated. 

Step 6: The considered mutation operator is like the mutation in genetic science, which rarely 

occurs in some chromosomes. In this study, offspring chromosome genes that have been created 

from the crossover operator will be mutated with the probability of 0.2. Due to being binary 
γ

cijm x
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,
τ

ij v , γ

cih z  chromosomes are binary, the mutation operator will be performed; but in order to 

mutate the t γijξ  chromosome, which is an integer,  a new random number has to be generated 

according to the existing intervals in Table 12. Finally, the mutant chromosome must be 

checked; the defective invalid chromosomes have to be removed. 

Step 7: In this step, members’ new population will be selected. All feasible chromosomes are 

classified based on their fitness values in descending. Therefore, the first p chromosomes of the 

combined population, that have higher fitness values, will be selected as the new population (p is 

equal to the number of each generation’s population). The abovementioned operators are 

repeated up to where the optimal solution will be acquired. Fig. 6. demonstrates the proposed GA 

steps in a chart as follows. 
 

Please insert here Fig. 6 

4.2. The proposed GA-PSO  

This section represents the hybrid proposed solution approach based on Genetic Algorithm 

(GA) and Particle Swarm Optimization (PSO) the so-called GA-PSO in this paper. These two 

evolutionary algorithms, which are based on exploration and exploitation, have been proposed 

for different types of stochastic JSS problems [46]. One-point crossover operator of GA will be 

combined with the operator of PSO in order to form the evolutionary operator; the GA’s operator 

is based on exploration, and the PSO’s operator is based on exploitation. It should be noted that 

the generated chromosomes in the exploitation-based operator will be replaced by the parent 

ones if generated ones are better than the parent chromosomes. The evaluation process has been 

provided as follows. 

Step 1:  .
t

ij
vel  shows the velocity for thi  gene of 

thj chromosome in the tht  generation will be 

determined as follows: 

       
1 1 1 1

1 2. . ,             ,
t t t t t

i ij i ijij ij
vel vel g x l x i j  

                                                       (27)                          

 , lb  and gb  are predefined parameters in the Eq. (27). 1  and 2  are equal to 1r . gb   and 2r

. lb , respectively. It should be noted that 1r  and 2r  are random numbers between 0 and 1. ig  is 

equal to the thi  gene’s value of the best chromosome, and t

il  is equal to the thi gene’s value of 

the best chromosome in the tht  generation. 

Step 2:  A new chromosome of 𝑗′ will be generated by the following equation: 

        ,t t t

ij ij ijx x v i j                                                                                                                    

(28) 

Step 3: In this step, the fitness function evaluates the j  chromosome. If j  chromosome’s 

fitness value is better than the fitness value of 𝑗 chromosome, j  chromosome will be replaced 
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instead of j  chromosome by using    
t t

ij ij
vel. vel.


 
 

. As mentioned, exploitation-based 

operators, and exploration-based operators are considered in the present investigation. 

In the proposed GA-PSO, parents are selected through the roulette wheel. Offspring selection 

can be deterministic (i.e. selection of the best offspring) or as like as the proposed method in the 

previous section. All of the other steps of the proposed GA-PSO are exactly the same as the steps 

of the proposed GA. Fig. 7 shows the steps of the proposed GA-PSO in a chart in the following. 
 

Please insert here Fig. 7 

 

 

 

5. Test instances and results analysis 

Given that the small-sized instances solved using LINGO software, the proposed GA and GA-

PSO have been coded and applied in MATLAB to solve the same instances for verification. 

Moreover, the proposed GA and GA-PSO solve medium-size and large-size instances to evaluate 

their effectiveness and efficiency. Before that, each parameter was tested in three levels: low, 

medium and high by the Taguchi analysis method. The test values and the final value of each 

parameter have been presented in Table 13. 

Please insert here Table 13 

All of the instances have been solved 30 times by a computer with a dual-core processor with 

2.1 GHz and 2 GB of Ram and the best results have been reported for 10 problems. We have 

investigated the problem at hand by solving 5 small-sized instances, 3 medium-sized instances, 

and 2 large-size instances. The obtained results of small-size instances are provided in Table 14. 
 

Please insert here Table 14 
 

Moreover, the acquired results of medium size and large size instances are provided in Table 15. 
 

Please insert here Table 15 
 

According to the obtained results in Table 14, it is obvious that the three aforementioned 

methods solve small instances as the same as each other in terms of the objective function. It 

should be noted that both of the proposed algorithms can solve small size instances 35 

percentage (on average) faster than the exact method. In addition, the proposed GA-PSO solves 

small size instances 1 percentage faster than the proposed GA. 
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On the other hand, Table 15 shows that the proposed GA-PSO solves instances 10 percentage 

(on average) better than the proposed GA. Moreover, the proposed GA-PSO can solve medium 

size and large size instances 4.5 percentage (on average) faster than the proposed GA. 
 

Please insert here Fig. 8 

Please insert here Fig. 9 
 

As Figures 8 and 9 show, the proposed GA and GA-PSO can provide efficient solutions and 

better solution times compared to the exact method. However, the proposed GA-PSO 

outperformed GA in solving the medium- and large-sized instances in terms of the objective 

function and CPU Time.  

Now, two proposed algorithms are statistically compared via the two-sample T-test at a 95% 

confidence level. For this purpose, each of instances 1 to 10 has been solved thirty tiems by GA 

and GA-PSO and the tardiness value and CPU time are calculated as the performances measure 

of each algorithm. The outputs provided in Table 16 reveal that the performance of the proposed 

GA-PSO algorithm is significantly better than the classic GA.  

 

Please insert here Table 16 

 

 

6. Conclusion 

In real-world condition, different kinds of disruptions may occure during production that can 

deteriorate the initial schedule. This paper addressed a FJSSP to minimize the sum of jobs’ 

tardiness considering two common kinds of disruptions including machines breakdown and order 

due date modification. The problem was formulated as an MILP model based on the reactive 

approach. Furthermore, two strategies, such as being able to allocate multiple machines to each 

job, and being able to select the best alternative process from the other job while some 

disruptions would be created in the processes of a job, were used for dealing with the 

aforementioned disruptions. Since the discused problem is strongly NP-Hard, a GA and a GA-

PSO were proposed to solve the problem on the practical scales. Obtained results indicated that 

two proposed metaheuristics can obtaine optimum solutions like the mathematical model for the 

small-sized instances. Moreover, the proposed GA-PSO provided better solutions for medium- 

and large-sized instances compared to the proposed GA. 

Possible extensions of this work include considering more real-world issues and operational 

constraints such as buffers with specific capacities, transportation constraints, and transportation 

time and demand. In addition, it is suggested to apply other efficient heuristic or meta-heuristic 

algorithms for solving the considered problem. 
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Appendix 

Based on the provided Eqs. (21)-(23), penalty of the mathematical model’s contraints are 

determined as follows: 
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Tables 

 

Table 1. Components delivery date to customers. 

 

i 1 2 3 4 

id 
 22 12 13 18 

  

 

Table 2. Deterministic interval of operation start time for the period of τth . 

 

i            j 1 2 3 4 

1 (2,6) (8,9) (11,13) (16,18) 

2 (1,2) (4,6) (9,10) -  

3 (0,1) (4,5) (8,9) - 

4 (0,1) (6,8) (10,11) - 

 

 

Table 3. Deterministic interval of operation process time for the period of τth . 

 

c 1 2 3 4 

           m 

ij
O  

1 1 2 1 1 2 

11O  (1,2) - - - 

12O  - (1,2) (1,2) - - 

13O  - - (2,3) - 
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14O  - - - (2,3) (2,3) 

21O  - (1,2) (1,2) - - 

22O  - - - (1,3) (1,3) 

23O  - - (1,3) - 

31O  - - - (2,3) (2,3) 

32O  - - (2,3) - 

33O  - (3,4) (3,4) - - 

41O  (2,5) - - - 

42O  - - (1,2) - 

43O  - (2,3) (2,3) - - 

 

 

Table 4. Pre-need steps of the jobs’ operation. 

 

           c  

ijO  
1 2 3 4 

11O  1 0 0 0 

12O  0 1 0 0 

13O  0 0 1 0 

14O  0 0 0 1 

21O  0 1 0 0 

 22O  0 0 0 1 

23O  0 0 1 0 

31O  0 0 0 1 

32O  0 0 1 0 

33O  0 1 0 0 

41O  1 0 0 0 

42O  0 0 1 0 

43O  0 1 0 0 

Table 5. Machines allocation to the jobs’ operation for the period of τth .
 

 

c 1 2 3 4 

          m 

ijO  
1 1 2 1 1 2 

11O  1 - - - 

12O  - 1 0 - - 
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13O  - - 1 - 

14O  - - - 1 0 

21O  - 1 0 - - 

22O  - - - 1 0 

23O  - - 1 - 

31O  - - - 1 0 

32O  - - 1 - 

33O  - 0 1 - - 

41O  1 - - - 

42O  - - 1 - 

43O  - 1 0 - - 

Table 6. Machines’ unavailability duration in each period of th . 

 

m         c 1 2 3 4 

1 0 0 2 0 

2 - 0 - 0 

 

 

Table 7. Deterministic interval of operation process for the period of th . 

 

c 1 2 3 4 

          m 

ijO  
1 1 2 1 1 2 

11O  (1,2) - - - 

12O  - (1,2) (1,2) - - 

13O  - - (3,5) - 

14O  - - - (2,3) (2,3) 

21O  - (2,4) (2,4) - - 

22O  - - - (2,4) (2,4) 

23O  - - (1,3) - 

31O  - - - (3,4) (3,4) 

32O  - - (3,4) - 

33O  - (2,3) (2,3) - - 

41O  (2,5) - - - 

42O  - - (3,4) - 
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43O  - (2,3) (2,3) - - 

 

 

 

Table 8. Random Values of R. 

 

0.875 0.7 0.611 0.777 0.587 

0.218 0.271 0.784 0.112 0.503 

0.247 0.558 0.001 0.571 0.117 

0.318 0.097 0.512 0.651 0.557 

0.244 0.214 0.761 0.348 0.672 

 

 

 

Table 9. Formation of  ijv   chromosomes. 

 

m         c 1 2 3 4 

1 1 1 1 0 

2 1 0 0 0 

3 1 0 0 0 

4 1 1 0 0 

 

 

Table 10. Formation of  cijmx 
chromosomes. 

 

c 1 2 3 4 

          m 

ijO  
1 1 2 1 1 2 

11O  1 0 0 0 0 0 

12O  0 1 0 0 0 0 

13O  0 0 0 1 0 0 

14O  0 0 0 0 0 1 

21O  0 0 0 0 0 0 

22O  0 0 0 0 0 0 

23O  0 0 0 1 0 0 

24O  0 0 0 0 0 0 

31O  0 0 0 0 0 0 

32O  0 0 0 1 0 0 
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33O  0 1 0 0 0 0 

34O  0 0 0 0 0 0 

   41O  0 0 0 0 0 0 

42O  0 0 0 1 0 0 

43O  0 1 0 0 0 0 

44O  0 0 0 0 0 0 

 

 

 

 

 

 

 

 

 

 

 

Table 11. Formation of  cihz 
 chromosomes. 

 

            c  

ijS  
1 2 3 4 

11S  0 0 0 0 

 12S  0 1 1 1 

 13S  0 1 1 1 

 14S  1 1 1 0 

 21S  0 0 0 0 

 22S  0 0 0 0 

 23S  0 1 1 1 

 24S  0 1 1 0 

 31S  0 0 0 0 

 32S  0 0 0 0 

 33S  0 0 0 0 

 34S  0 1 1 0 

 41S  0 0 0 0 

 42S  0 0 0 0 

 43S  0 0 0 0 

 44S  0 0 0 0 
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Table 12. Formation of ijt   chromosomes. 

 

i            j 1 2 3 4 

1 (0,5) ( 11 11t p , 11 11t p +5) ( 12 12t p , 12 12t p +5) ( 13 13t p , 13 13t p +5) 

2 (0,5) ( 21 21t p , 21 21t p +5) ( 22 22t p , 22 22t p +5) - 

3 (0,5) ( 31 31t p , 31 31t p +5) ( 32 32t p , 32 32t p +5) - 

4 (0,5) ( 41 41t p , 41 41t p +5) ( 42 42t p , 42 42t p +5) - 

 

 

 

 

 

 

 

Table 13. Parameters seting of GA-PSO algorithm 

 

Parameters 
Test values 

The beulav tse 
Level 1 Level 2 Level 3 

Iteration 3000 4000 5000 5000 

b 0.2 0.3 0.5 0.2 

Population size 05P  7 0P  10 0P  05P  

Cp  0.3 0.6 0.8 0.6 

Mp  0.2 0.3 0.4 0.2 

 

Table 14. Obtained results for small size problem through Exact Method, GA and GA-PSO. 

 

Scale of 

proble

m 

Specifications of problem CPU Time (hour) Tardiness Value 

J iN C cM 
τ

 ξD

 

γ

cmT Jobs Sequence 
Exact 

Method 
GA GA-

PSO 

Exact 

Method 
GA 

GA-

PSO 

Small 

size 

4 

1 4N 

 

2 3N 

 

3 3N 

 

4 3N 

 

4 

1 1M 

 

2 2M 

 

3 1M 

 

4 2M 

 

4 

 

31 2T  
 

 

1 1 2 3 4
   :i C C C C 

 

 2 2 4 3:      i C C C  

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

0.73 0.98 0.96 4 4 4 

5 1 4N 

 
5 1 1M 

 
4 

 

31 2T  

 

1 1 2 3 4
:     i C C C C  

1.55 1.09 1.08 6 6 6 
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2 3N 

 

3 3N 

 

4 3N 

 

5 4N 

 

2 2M 

 

3 1M 

 

4 2M 

 

5 1M 

 

 

51 3T   

 

 2 2 4 3:      i C C C  

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

5 5 4 2 3
:   i C C C C  

 

6 

1 4N 

 

2 3N 

 

3 3N 

 

4 3N 

 

5 4N 

 

6 3N 

 

5 

1 1M 

 

2 2M 

 

3 1M 

 

4 2M 

 

5 1M 

 

4 

 

31 2T  
 

51 3T   

 

1 1 2 3 4
:   i C C C C  

 

 2 2 4 3:      i C C C  

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

5 5 4 2 3
:   i C C C C  

 

 6 4 5 2:      i C C C  

5.35 3.35 3.30 20 20 20 

6 

1 4N 

 

2 3N 

 

3 3N 

 

4 3N 

 

5 4N 

 

6 3N 

 

5 

1 1M 

 

2 2M 

 

3 1M 

 

4 2M 

 

5 1M 

 

4 

 

31 2T  
 

51 3T   

11 1T   

 

1 1 2 3 4
:   i C C C C  

 

 2 2 4 3:      i C C C  

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

5 5 4 2 3
:   i C C C C  

 

 6 4 5 2:      i C C C  

5.37 3.36 3.32 21 21 21 

6 

1 4N 

 

2 3N 

 

3 4N 

 

5 

1 1M 

 

2 2M 

 

3 1M 

 

4 

31 2T  
 

51 3T   

11 1T   

42 2T  

1 1 2 3 4
:   i C C C C  

 

 2 2 4 3:      i C C C  

3 4 3 2 5
:  i C C C C  

 

 4 1 3 2:      i C C C  

5.39 3.38 3.33 24 25 24 
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4 3N 

 

5 4N 

 

6 3N 

 

4 2M 

 

5 1M 

 

 
5 5 4 2 3

:   i C C C C  

 

 6 4 5 2:      i C C C  

 

 

Table 15. Obtained results for medium size and large scale problem through Exact Method, GA and GA-PSO. 

 

Scale of 

problem 

Specifications of problem CPU Time (hour) Tardiness Value 

J iN C cM 
τ

 ξD

 

γ

cmT Jobs Sequence 
Exact 

Method 
GA 

GA-

PSO 
Exact 

Method 
GA 

GA-

PSO 

Medium 

size 

8 

1 5N 

 

2 4N 

 

3 3N 

 

4 3N 

 

5 4N 

 

6 5N 

 

7 3N 

 

8 4N 

 

5 

1 1M 

 

2 2M 

 

3 1M 

 

4 2M 

 

5 3M 

 

4 

31 2T  
 

51 3T  
 

 
1 1 2 3 4 5
:   i C C C C C    

 2 2 4 3 5:      i C C C C   

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

 5 5 4 2 3:        i C C C C   

 
6 3 5 2 4 1

:   i C C C C C    

 7 5 1 4:      i C C C  

 8 1 2 4 5:      i C C C C   

- 4.98 4.86 - 32 30 

9 

1 5N 

 

2 4N 

 

3 3N 

 

4 3N 

 

5 4N 

 

5 

1 1M 

 

2 2M 

 

3 1M 

 

4 2M 

 

5 3M 

 

4 

 

31 2T  
 

 

51 3T  
 

 
1 1 2 3 4 5
:   i C C C C C    

 2 2 4 3 5:      i C C C C   

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

 5 5 4 2 3:        i C C C C   

 
6 3 5 2 4 1

:   i C C C C C    

 7 5 1 4:      i C C C  

 8 1 2 4 5:      i C C C C   

- 5.21 4.99 - 35 32 
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6 5N 

 

7 3N 

 

8 4N 

 

9 4N 

 

 9 3 5 4 2:      i C C C C   

9 

1 5N 

 

2 4N 

 

3 5N 

 

4 3N 

 

5 4N 

 

6 5N 

 

7 5N 

 

8 4N 

 

9 4N 

 

5 

1 1M 

 

2 2M 

 

3 1M 

 

4 2M 

 

5 3M 

 

4 

 

31 2T  
 

51 3T  
 

 
1 1 2 3 4 5
:   i C C C C C    

 2 2 4 3 5:      i C C C C   

 
3 4 3 2 1 5

:  i C C C C C    

 4 1 3 2:      i C C C  

 5 5 4 2 3:        i C C C C   

 
6 3 5 2 4 1

:   i C C C C C    

 
7 5 1 4 3 2

: i C C C C C    

 8 1 2 4 5:      i C C C C   

 9 3 5 4 2:      i C C C C   

- 5.88 5.59 - 36 32 

Large 

 size 
12 

1 5N 

 

2 4N 

 

3 3N 

 

4 3N 

 

5 4N 

 

6 5N 

 

6 

1 1M 

 

2 3M 

 

3 1M 

 

4 2M 

 

5 3M 

 

6 1M 

 

4 

 

31 2T  
 

51 3T  
 

61 3T  
 

 
1 1 2 3 4 5
:   i C C C C C    

 2 2 4 3 5:      i C C C C   

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

 5 5 4 2 3:        i C C C C   

 
6 3 5 2 4 1

:   i C C C C C    

 7 5 1 4:      i C C C  

 8 1 2 4 5:      i C C C C   

 9 6 3 1 5:      i C C C C   

10 1 2 4 5 6 3
:   i C C C C C C    

- 6.03 5.67 - 39 35 
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7 3N 

 

8 4N 

 

9 4N 

 

10 6N 

 

11 5N 

 

12 6N 

 

 

 
11 5 2 4 3 6

:   i C C C C C    

12 6 3 4 5 1 2
:   i C C C C C C    

 

13 

1 5N 

 

2 4N 

 

3 3N 

 

4 3N 

 

5 4N 

 

6 5N 

 

7 3N 

 

8 4N 

 

9 4N 

 

10 6N 

 

11 5N 

 

12 6N 

 

13 4N 

6 

1 1M 

 

2 3M 

 

3 1M 

 

4 2M 

 

5 3M 

 

6 1M 

 

4 

 

31 2T  
 

51 3T  
 

61 3T  
 

 

1 1 2 3 4 5:        i C C C C C   

 

 2 2 4 3 5:      i C C C C   

 3 4 3 2:      i C C C  

 4 1 3 2:      i C C C  

 5 5 4 2 3:        i C C C C   

6 3 5 2 4 1:        i C C C C C   

 

 7 5 1 4:      i C C C  

 8 1 2 4 5:      i C C C C   

 9 6 3 1 5:      i C C C C   

10 1 2 4 5 6 3
:   i C C C C C C    

 

11 5 2 4 3 6:      i C C C C C   

 

12 6 3 4 5 1 2
:   i C C C C C C    

 

 13 6 5 1 3:      i C C C C   

- 6.13 5.82 - 40 36 
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Table 16. Results of statistical compare performances. 

 

Measurment Hypothesis T-Value P_Value 

Tardiness value H1:µGA-PSO< µGA 2.57 0.005 

CPU time H1:µGA-PSO< µGA 2.82 0.002 
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Fig. 1. Reactive scheduling process. 

 

 

Fig. 2. Machines’ placement over factory. 
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Fig. 3. Repair and production process of  th
 period. 

 

 

Fig. 4. Reactive scheduling in contrast with disruptions during production based on earliest time scheduling. 
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Fig. 5. Reactive scheduling in contrast with disruptions during production based on latest time scheduling. 
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Fig. 8. Comparison of the obtained tardiness function value through Exact Method, GA and GA-PSO. 
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Fig. 9. Comparison of Exact Method, GA and GA-PSO in terms of CPU Time. 
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