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Abstract. In a speedily degrading environment, cancer is acknowledged as the most
menacing disease whose death rate is higher than others. For this reason, a number of
researchers have analyzed the cancer-inducing genes and designed an e�cient classi�cation
model to diagnose cancer e�ectively and quickly. In this study, random parameters
of Extreme Learning Machine (ELM) were optimized through Self-Adaptive Multi-
Population-based Elite strategy Jaya (SAMPEJ) approach. This strategy constructs a
robust classi�er called SAMPEJ-ELM model. This model was tested on datasets of breast,
cervical, and lung cancers. To this end, a comparative analysis of the proposed model with
ELM, Jaya optimized ELM (Jaya-ELM), SAMPEJ optimized Neural Network (SAMPEJ-
NN), Teaching Learning Based Optimization (TLBO) hybridized ELM (TLBO-ELM), and
SAMPEJ optimized Functional Link Arti�cial Neural Network (SAMPEJ-FLANN) models
was conducted. Numerous performance metrices namely the accuracy, speci�city, Gmean,
sensitivity, and F-score with Receiver Operating Characteristic (ROC) were employed to
evaluate the proposed approach. Moreover, this model was compared with 11 existing
models. Of note, SAMPEJ-ELM approach had the highest degree of accuracy, sensitivity,
and speci�city in the datasets of breast (0.9895, 1, 0.9853), cervical (0.9822, 0.9948, 0.9828),
and lung cancers (0.9787, 1, 1). The experimental outcomes revealed that SAMPEJ-ELM
approach could classify the benign and malignant samples of cancer datasets signi�cantly
better than others.

© 2022 Sharif University of Technology. All rights reserved.

1. Introduction

According to a statistical report of GLOBOCAN
database [1] and World Health Organization (WHO)
[2], cancer is currently the most threatening disease
against humans. Early diagnosis of some cancers
can de�nitely ensure rehabilitation for one's entire
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lifespan. Although some cancer types cannot be cured
by surgery, others can still be treated by medicines for
lifetime. In this respect, an automatic diagnosis gains
considerable signi�cance in cancer research. To handle
the growing complexity of the cancer data, especially
machine-learning-area-based data, researchers devote
considerable e�ort to design an e�cient classi�er to
classify cancer data with low computational overhead.
The sole objective here is to achieve high classi�cation
accuracy in an e�ective time period. Many researches
have been conducted on designing a better classi�er for
cancer data, yet it is still challenging due to its growing
complexity.
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Di�erent types of statistical models and machine-
learning-based classi�ers have been successfully ex-
plored in terms of classi�cation including Bayesian de-
cision theory [3], Euclidean Minimum Distance (EMD),
Arti�cial Neural Network (ANN) [4], Functional Link
Arti�cial Neural Network (FLANN) [5], K-Nearest
Neighbor (KNN) [6], Multilayer Perceptron (MLP) [7],
Radial Basis Function Neural Networks (RBFNNs) [7],
fuzzy rule-based systems [8], Back-Propagation (BP)
[9], and Support Vector Machine (SVM) [10,11]. These
learning approaches are prone to numerous compli-
cations such as slow learning rate, random variables
adjustment, and cantrap at local optimum [12]. To
deal with these complications, Huang et al. suggested
a powerful machine-learning-based classi�cation model
known as Extreme Learning Machine (ELM) [13]. This
classi�cation model is a generalized form of Single-
hidden Layer Feed forward Networks (SLFNs). Dis-
similar to the traditional SLFN, ELM classi�er does
not need to adjust its variables at every iteration.
Therefore, its learning speed and generalization ability
are better than those of SLFN. Numerous upgraded
versions of ELM have been explored so far to inter-
pret di�erent binary and multiclass data classi�cation
problems [14{18]. However, they still face some prob-
lems. To choose random variables, the best activation
function remains still substandard in the ELM clas-
si�er. Mostly, the random parameters of ELM cause
instability in resolving the classi�cation and regression
problems. The outcome of ELM is calculated based on
the arbitrarily chosen hidden biases and input weights.
In this process, the training error should be minimized.
While selecting the random biases and input weights,
the output matrix does not reect full column rank
[19] which leads to instability and produces suboptimal
solutions. In addition, a number of evolutionary
algorithms [20{26] were employed to optimize the
random variables of ELM. Among these evolutionary
algorithms, Genetic Algorithm (GA) optimized ELM
[27], Di�erential Evolution (DE) optimized ELM [25],
Particle Swarm Optimization (PSO) optimized ELM
[21,22,24], Ant Colony Optimization (ACO) optimized
ELM [28], Cuckoo Search Optimization (CS) [29], and
Cat Swarm Optimization (CSO) algorithms optimized
kernel ridge regression [30] that are mostly used for
classifying cancer data.

In this study, an e�cient Jaya algorithm was
hybridized with ELM classi�er to classify cancer data.
Rao [31] developed the applied Jaya algorithm to
resolve both constraint- and nonconstraint-based issues
mapped on the conception of achieving the best result
and discarding the worst one. Similar to Teaching
Learning Based Optimization (TLBO) algorithm [32],
Jaya does not need any algorithm-speci�c variable.
According to the literature, Jaya algorithm has been
favorably used in di�erent �elds such as dimension opti-

mization of a micro-channel heat sink [33], optimization
of power ow [34], recognition of facial emotion [35],
image processing [36], and stock market prediction [37].
To improve the search process of Jaya, the subpop-
ulation search process [38] was applied by separating
the entire population into sub-groups assigned all over
the search area. This mechanism concentrates on the
diversi�cation of search rather than single search space.
In this technique, each subgroup or subpopulation
is related to the search processes of the algorithm
by either exploring or exploiting. According to the
related literature, compared to single population-based
algorithms, multipopulation-based ones could produce
more e�ective global solutions [38]. In 2000, Branke
et al. presented a multi-populational evolutionary
algorithm to solve dynamic optimization problems
[39]. Du and Li [40] and Yang and Li [41] employed
multiswarm PSO and clustering-based PSO approaches
to solve the optimization problems. Rao and Patel [42]
presented multiple teacher-based TLBO to optimize
heat exchanger.

Although multipopulational algorithms are bene-
�cial to maintaining the overall diversity of the pop-
ulation, their performance is still inuenced by how
the number of divisions of the whole population is
determined. This number changes repeatedly during
the search process. There is a high possibility that the
solutions found in the subgroups may not be optimal
for ample diversity. In this regard, Rao and Saroj
(2019) [43] proposed Self-Adaptive Multi-Population-
based Elite strategy Jaya (SAMPEJ) algorithm to solve
these issues. Of note, the SAMPEJ algorithm can
adaptively modify the number of subgroups according
to the modi�ed quality of the solution. Rao et al. [44]
also used SAMPEJ algorithm to optimize the heat pipe
design. The current study puts its main focus on the
following subjects:

(a) Optimization of the random parameters of ELM
classi�er through a newly designed SAMPEJ al-
gorithm, especially for cancer classi�cation;

(b) Evaluation of the suggested approach using three
cancer datasets including breast, lung, and cervi-
cal cancers;

(c) Comparative analysis of the SAMPEJ-ELM
model and basic ELM, Jaya-ELM, TLBO-ELM,
SAMPEJ-NN, and SAMPEJ-FLANN models.

The rest of this paper is organized as follows:
Section 2 covers the description of the suggested model.
Section 3 describes all the supported methodologies.
Section 4 presents all the experimental discussion and
result validation parts. Section 5 gives the concluding
remarks.
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2. Presented model discussion

Figure 1 depicts the overall ow of the suggested
classi�cation model. Three standard cancer datasets
including those of breast cancer Wisconsin (original),
cervical cancer, and lung cancer were collected from
UCI repository to assess this model [45]. At the
beginning phase, the datasets ranged between �1 and
1 based on Eq. (1):

yn = m+ (m� n) � (y �Xmin)
(Xmax �Xmin)

; (1)

where yn is the scaled form of y (main dataset); m
and n variables take the values of 1 and 1, respectively.
Xmin and Xmax are considered as the minimum and
maximum values of the dataset, respectively.

Then, each dataset was shu�ed using randperm
function. Followed by shu�ing, each dataset was split
into training set (70%) and testing set (30%). Then,
the presented model was trained by basic ELM, TLBO-
ELM, Jaya-ELM, SAMPEJ-NN, SAMPEJ-FLANN,
and SAMPEJ-ELM. The performances of these mod-
els were estimated by di�erent performance metrices,
namely classi�cation accuracy%, speci�city%, F-score,
sensitivity%, G-mean, and Receiver Operating Charac-
teristic (ROC) graphs.

Figure 2 presents the suggested SAMPEJ opti-
mized ELM classi�cation model for cancer data clas-
si�cation. It can be trained using basic ELM based
models where the output is the classi�cation accuracy.

3. Methodologies supported

3.1. Basic ELM model
The methodology of the basic ELM is summarized
below:

1. Randomly take the hidden layer biases (bi) and
input weights (wi);

2. Compute output matrix (H) of the hidden layer;

3. Determine the output weight (�̂) using Eq. (2):
^
� = HyT; (2)

here, T is the target variable.

3.2. Neural network models
In case the number of nodes increases in the hidden
layer of NN models, their computational complexity
also grows; hence, much time is needed for training.
However, compared to other classi�ers, NN needs less
formal statistical training. This study considered a
three-hidden-layer NN model where �ve nodes were
used in each hidden layer. Figure 3 shows the basic
structure of the NN model.

FLANN is another type of the NN model that
generates non-linear decision boundaries [46] to solve
complex problems. The input vector of the FLANN
model is expanded in the functional expansion block
using any linearly independent function to enhance the
dimensionality of the input vector. The basic layout of
the FLANN model is depicted in Figure 4.

In this �gure, D = [d1; d2; :::; dI ]T is the original
pattern of the input that can be enhanced using
trigonometric functions as shown below:
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In Eq. (3), n values are considered as 1, 2, and
3 for di�erent numbers of function expansions. Cross-
validation was performed to obtain the best structure

Figure 1. Flow of the suggested classi�cation model.
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Figure 2. SAMPEJ algorithm optimized ELM classi�cation model.
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Figure 3. Abstract view of the NN technique with three hidden layers.

Figure 4. The basic layout of FLANN.

of the FLANN model. In addition, sigmoidal function
was used in the output layer as the activation function
to produce the outputs ranging from 0 to 1 in this
model. Compared to MLP, FLANN is subject to
less computational complexity due to its single-layer
structure. NN model is more helpful for classi�cation
in non-linear problems than other models. However,
the FLANN model uses trigonometric expansion that
makes it better than the other NN models.

3.3. Jaya algorithm
Like TLBO [47], Jaya [31] needs only two parameters:
the number of population and maximum iteration
size. The steps of Jaya optimization algorithm are
summarized below:

1. Set the numbers of design variables (dv) and
population as well as the maximum iteration size.
The best and worst candidate solutions are derived
among the whole populations.

2. Then, modify the results based on Eq. (4) and the
best and worst solutions:
K 0y;z;x = Ky;z;x + r1;y;x [(Ky;best;x) + j(Ky;z;x)j]

�r2;y;x [(Ky;worst;x) + j(Ky;z;x)j] : (4)

In Eq. (4), Ky;z;x is the value of the xth variable
for the zth candidate, k the number of population,
i the maximum iteration size, and y the number of
design variables

3.4. SAMPEJ algorithm
In the proposed approach, Jaya is modi�ed by SAM-
PEJ algorithm to gain the optimum result. The ow

of the SAMPEJ algorithm is summarized below:

1. Set the population size (P ), Elite Size (ES), design
variables (d), and stopping criteria;

2. Create the �rst candidate solution;

3. Split the population into m numbers of sub-groups
(set m = 2 initially) according to the quality of
the solution and substitute the worst solutions of
the inferior group (equal to ES) with those of the
superior group (elite solutions);

4. Then, use Jaya algorithm for modifying the solu-
tions of the individual subgroup, compare a new
candidate solution with the older solution, and
accept a better solution in each subgroup;

5. Merge all the sub-populations and check whether
the previous best result of the whole population
(Z best before) is better than the current best
one in the whole population (Z best after). If
the value of Z best after is greater than that of
Z best before, the m value is incremented by one
(i.e., m = m+ 1) due to the growth of exploration
feature in the search process. Otherwise, the value
m will be decremented by 1 (i.e., m = m� 1);

6. In the case of reaching the stopping criterion,
exit the loop and produce the best optimal re-
sult. Otherwise, the identical solutions should
be replaced with new randomly created solutions.
Then, continue the procedures again from step 3 for
resplitting the population.



618 P. Paramita Debata and P. Mohapatra/Scientia Iranica, Transactions D: Computer Science & ... 29 (2022) 613{631

3.5. The Jaya-ELM and proposed
SAMPEJ-ELM algorithm

The current study proposes a SAMPEJ algorithm to
optimize the weight and bias of ELM. In the proposed
algorithm, ELM is considered as the objective func-
tion. The miss-classi�cation (error) rate obtained from
comparing the target value with the estimated value
observed by ELM is also used as the �tness function
for all approaches. To minimize the misclassi�cation
rate, ELM is trained using randomly generated weights
and bias that leads to sub-optimal solutions. The
randomly taken weight and bias values in this model
are optimized using SAMPEJ algorithm. According to
SAMPEJ algorithm [43], only the best one is forwarded
to the next generation. This strategy upgrades the
searching procedures of Jaya. Here, the sub-population
size is determined adaptively based on the solution of
the problem.

According to the quality of the solution, split the
population into M numbers of sub-groups (set M = 2
initially) and exchange the worst solutions (equals to
ES) of the inferior group with those of the superior
group (elite solutions). Then, use Jaya algorithm
to modify the solutions of any individual subgroup,
compare the new solution with the older one, and
accept the better one in each subgroup. Merge all
the sub populations and check whether the previous
best result of the whole population (Z best before) is
better than the current best one in the entire popu-
lation (Z best after). If the value of Z best after
is greater than that of Z best before, the value of
M is incremented by one (i.e., M = M + 1) due to
an increase in the exploration feature in the search
process. Otherwise, the m value will be decremented
by 1 (i.e., M = M � 1). When reaching the stopping
criterion, exit the loop and produce the best optimal
result. Otherwise, replace the identical solutions with
the new randomly created solutions and continue the
procedures of re-splitting the population again.

The steps of the proposed SAMPEJ-ELM algo-
rithm are given in Algorithm 1.

3.6. Description of performance measure
The present study employed several performance mea-
sures based on confusion matrix [24] including True
Positive (TP), False Negative (FN), True Negative
(TN), False Positive (FP) with accuracy percentage,
speci�city, sensitivity, F-score, Gmean, ROC (graphi-
cal representation of sensitivity versus (1-speci�city)),
and AUC. These performance measures are described
in Eqs. (5){(9).

Sn =
TP

(TP + FN)
; (5)

Sp =
TN

(TN + FP )
; (6)

Accuracy =
TP + TN

TP + TN + FP + FN
; (7)

Gm =
p
Sp � Sn; (8)

Fs =
(2 � Sp � Sn)

(Sp+ Sn)
: (9)

4. Experimentation and result validation

4.1. Simulation environment
Processing unit: Intel(R) Core (TM) i5-7200U with
2.5 GHz processing speed, operating system: Windows
10, RAM capacity: 8 GB, and Programming Language
platform: R2015b MATLAB.

4.2. Dataset description
In this experimentation, three types of standard cancer
namely breast Cancer Wisconsin (Original), cervical
cancer, and lung cancer were taken into account.
Breast Cancer Wisconsin (Original) is a binary class
(Benign and Malignant) dataset that consists of 699
samples, 10 attributes, and one target variable. Cer-
vical Cancer is a binary class dataset containing 858
samples and 36 attributes, and four target variables
namely Cytology, Hinselmann, Schiller, and Biopsy.
In this study, Biopsy target variable is considered as
the class label for experiment. Lung cancer has three
dataset classes with 32 samples, 56 attributes, and one
target variable.

4.3. Parameter set up
This study empirically compare the performances of
Jaya-NN, SAMPEJ-NN, Jaya-NN, Jaya-FLANNELM,
TLBO-ELM, ELM-Jaya, and ELM-SAMPEJ. The
initial values of the parameters used in these algo-
rithms are as follows: population size (Jaya, SAMPEJ,
TLBO): 100; number of iterations (Jaya, SAMPEJ,
TLBO): 100; number of hidden layers (ELM):10 to
100 (increment of 10 neurons in each run); number
of hidden layer (NN): 3; number of nodes in each
hidden layer (NN): 5; size of expansion (FLANN): 10
(for breast cancer), 36 (for cervical cancer), and 17
(for primary tumor); activation function (NN, FLANN,
ELM): sigmoidal function.

4.4. Experiment with datasets
In this experimentation, three aforementioned cancer
datasets were taken into account to evaluate the
proposed technique. The testing accuracy, training
accuracy, training time, speci�city, sensitivity, F-score,
and Gmean were calculated considering four ELM-
based models for each dataset with 10{100 hidden
nodes (with the addition of 10 neurons in every run).

The proposed algorithm also increases the con-
vergence rate and leads to more investigations into the
search area with no con�nement to a speci�c regional
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Algorithm 1. SHMDEJ-ELM algorithm.
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Table 1. Comparison of training accuracy and testing accuracy with respect to the number of hidden neurons of all the
considered approaches in breast cancer.

ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM

HNs TRAcc TSAcc TRAcc TSAcc TRAcc TSAcc TRAcc TSAcc

10 0.9569 0.9308 0.9628 0.9341 0.9631 0.9371 0.9662 0.9491

20 0.9526 0.9384 0.9557 0.9417 0.9588 0.9371 0.9619 0.9467

30 0.9532 0.9416 0.9557 0.9449 0.9594 0.9479 0.9619 0.9499

40 0.9562 0.9416 0.9593 0.9465 0.9624 0.9495 0.9655 0.9515

50 0.9592 0.9459 0.9623 0.9492 0.9624 0.9522 0.9685 0.9642

60 0.9653 0.9459 0.9684 0.9492 0.9715 0.9539 0.9746 0.9659

70 0.9683 0.9483 0.9714 0.9465 0.9715 0.9546 0.9746 0.9566

80 0.9694 0.9486 0.9725 0.9519 0.9737 0.9498 0.9747 0.9739

90 0.9634 0.9516 0.9736 0.9549 0.9796 0.9579 0.9827 0.9799

100 0.9675 0.9552 0.9725 0.9585 0.9756 0.9615 0.9968 0.9895

Note: TRAcc: Training Accuracy; TSAcc: Testing Accuracy; HN: Number of Hidden Neurons.

Figure 5. Error convergence graph (breast cancer).

optimum solution. In this experiment, ELM was used
as an objective function. The current study o�ered
the global best candidate solution, determining which
solution has the minimum objective value, and the
global worst candidate solution, determining which
solution has the maximum objective value. The error
convergence graphs of all ELM-based approaches are
presented in Figures 5{7 in three datasets. Based
on Figures 5{7, it can be clearly concluded that
the converging speed of the suggested SAMPEJ-ELM
approach outperforms others.

4.4.1. Experiment I (breast cancer dataset)
Breast cancer dataset was taken into account to eval-
uate the proposed model in Experiment I. Table 1

Figure 6. Error convergence graph (cervical cancer).

Figure 7. Error convergence graph (lung cancer).
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Table 2. Comparison of sensitivity (Sn), TP, FN, FP, and TN values of all the considered approaches in breast cancer.

HNs ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
Sn TP FN FP TN Sn TP FN FP TN Sn TP FN FP TN Sn TP FN FP TN

10 .9310 135 10 10 54 .9448 137 8 8 56 .9655 140 5 6 58 .9931 143 1 3 62
20 .9328 125 9 9 66 .9478 127 7 7 68 .9701 130 4 5 70 1 141 0 2 66
30 .9241 134 11 8 56 .9379 136 9 6 58 .9586 139 6 4 60 .9861 142 2 1 64
40 .9254 124 10 9 66 .9403 126 8 7 68 .9627 129 5 5 70 .9929 140 1 2 66
50 .9310 135 10 7 57 .9448 137 8 5 59 .9655 140 5 3 61 .9931 143 1 1 64
60 .9328 125 9 10 65 .9478 127 7 8 67 .9701 130 4 6 69 1 141 0 3 65
70 .9241 134 11 9 55 .9379 136 9 7 57 .9586 139 6 5 59 .9861 142 2 2 63
80 .9179 123 11 8 67 .9328 125 9 6 69 .9552 128 6 4 71 .9858 139 2 1 67
90 .9310 135 10 9 55 .9448 137 8 7 57 .9655 140 5 5 59 .9931 143 1 2 63
100 .9030 121 13 9 66 .9179 123 11 7 68 .9403 126 8 5 70 .9716 137 4 2 66

Table 3. Comparison of speci�city (Sp), F-score (Fs), and Gmean (Gm) values using all the considered approaches in
breast cancer dataset.

ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
HNs Sp Fs Gm Sp Fs Gm Sp Fs Gm Sp Fs Gm

10 .8438 .8852 .8863 .8750 .9086 .9092 .9063 .9349 .9354 .9538 .9731 .9733
20 .8800 .9056 .9060 .9067 .9268 .9270 .9333 .9514 .9516 .9706 .9851 .9852
30 .8750 .8989 .8992 .9063 .9218 .9220 .9375 .9479 .9480 .9846 .9854 .9854
40 .8800 .9021 .9024 .9067 .9232 .9233 .9333 .9478 .9479 .9706 .9816 .9817
50 .8906 .9104 .9106 .9219 .9332 .9333 .9531 .9593 .9593 .9846 .9965 .9965
60 .8667 .8985 .8991 .8933 .9197 .9201 .9200 .9444 .9447 .9559 .9774 .9777
70 .8594 .8906 .8912 .8906 .9137 .9140 .9219 .9399 .9401 .9692 .9776 .9776
80 .8933 .9055 .9055 .9200 .9264 .9264 .9467 .9509 .9509 .9853 .9856 .9856
90 .8594 .8938 .8945 .8906 .9169 .9173 .9219 .9432 .9434 .9692 .9810 .9811
100 .880 .8913 .8914 .9067 .9123 .9123 .9333 .9368 .9368 .9706 .9711 .9711

Figure 8. Number of hidden layers versus testing
accuracy of all the considered approaches.

shows the training with the testing accuracy of four
ELM-based models. Based on the results of Table 1,
the graph in Figure 8 presents a comparison among
the testing accuracy values of the ELM classi�ed

Figure 9. Number of hidden layers versus sensitivity
(SAMPEJ-ELM).

approaches. Table 2 shows a comparison of TP, FN,
FP, TN, and sensitivity values. Table 3 presents a
comparison between speci�city, F-score, and Gmean
values of all approaches. Based on the results from
Table 2, Figure 9 determines the number of Hidden
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Figure 10. Box plot (SAMPEJ-ELM).

Figure 11. Sensitivity versus speci�city versus Gmean of
SAMPEJ-ELM.

Figure 12. Sensitivity versus speci�city versus F-score of
SAMPEJ-ELM.

Neurons (HNs) versus sensitivity of all ELM-based ap-
proaches. According to the results of Table 2, Figure 10
shows the box plot of SAMPEJ-ELM model. Figure 11
presents sensitivity versus speci�city versus Gmean
graph. Figure 12 displays sensitivity versus speci�city
versus F-score graph of the SAMPEJ-ELM model.
Figure 13 illustrates the ROC plots of all considered
approaches with their AUC values, respectively.

Figure 13. ROC (TPR versus FPR) of ELM,
TLBO-ELM, Jaya-ELM, and SAMPEJ-ELM with AUC.

Figure 14. Number of hidden layers versus testing
accuracy of all the considered approaches.

4.4.2. Experiment II (cervical cancer dataset)
Cervical cancer dataset was used for assessing the
performance of the proposed model in Experiment II.
Table 4 discusses the training with the testing ac-
curacy values of ELM, TLBO-ELM, Jaya-ELM, and
SAMPEJ-ELM. Based on the result of Table 4, Fig-
ure 14 presents a comparison of the testing accuracy
values of all ELM-based models. Table 5 shows a
comparison among FP, TN, TP, FN, and sensitivity
values, and Table 6 presents a comparison among
speci�city, F-score, and Gmean scores of four ELM
wrapped approaches. Based on the result of Table 5,
Figure 15 compares the NHs with the sensitivity of all
ELM hybridised models. According to the result of
Table 5, Figure 16 illustrates the boxplots of all the
proposed approaches. Figure 17 presents sensitivity
versus speci�city versus Gmean graph, and Figure 18
displays sensitivity versus speci�city versus F-score
graph SAMPEJ-ELM model. Figure 19 illustrates the
ROC plots of all the considered approaches with their
AUC values, respectively.
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Table 4. Comparison of training accuracy and testing accuracy with respect to number of hidden neurons of all
considered approaches in cervical cancer dataset.

ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
HNs TRAcc TSAcc TRAcc TSAcc TRAcc TSAcc TRAcc TSAcc

10 0.9432 0.9384 0.9508 0.9457 0.9558 0.9507 0.9618 0.9567
20 0.9438 0.9376 0.9514 0.9449 0.9558 0.9499 0.9624 0.9559
30 0.9473 0.9375 0.9519 0.9448 0.9599 0.9498 0.9653 0.9558
40 0.9473 0.9426 0.9559 0.9399 0.9609 0.9549 0.9669 0.9609
50 0.9468 0.9392 0.9538 0.9525 0.9619 0.9575 0.9669 0.9635
60 0.9514 0.9476 0.9590 0.9549 0.9598 0.9599 0.9700 0.9659
0 0.9515 0.9392 0.9611 0.9555 0.9661 0.9605 0.9691 0.9665
80 0.9578 0.9423 0.9614 0.9594 0.9704 0.9646 0.9782 0.9706
90 0.9566 0.9521 0.9701 0.9596 0.9700 0.9644 0.9832 0.9804
100 0.9625 0.9539 0.9592 0.9612 0.9751 0.9662 0.9911 0.9822

Note: TRAcc: Training Accuracy; TSAcc: Testing Accuracy; HN: No. of Hidden Neuron.

Table 5. Comparison of sensitivity, TP, FN, FP, and TN values of all the considered approaches in cervical cancer dataset.

HNs ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM

Sn TP FN FP TN Sn TP FN FP TN Sn TP FN FP TN Sn TP FN FP TN
10 .9312 176 13 13 55 .9365 177 12 17 51 .9733 182 5 15 55 .9312 196 3 1 57
20 .9421 179 11 11 56 .9474 180 10 13 54 .9840 185 3 11 58 .9895 188 2 5 62
30 .9430 182 11 11 53 .9482 183 10 14 50 .9843 188 3 12 54 .9896 191 2 6 58
40 .9474 180 10 10 57 .9536 181 9 12 55 .9894 186 2 10 5 9 .9947 189 1 4 63
50 .9485 184 10 10 53 .9526 185 9 10 53 .9896 190 2 8 5 7 .9948 193 1 2 61
60 .9309 175 13 13 56 .9362 176 12 21 48 .9731 181 5 19 52 .9787 184 4 13 56
70 .9211 175 15 15 52 .9263 176 14 20 47 .9628 181 7 18 51 .9684 184 6 12 55
80 .9371 164 17 17 59 .9429 165 10 22 60 .9827 170 3 20 64 .9886 173 2 14 68
90 .9397 187 12 10 48 .9447 188 11 9 49 .9797 193 4 7 53 .9812 185 4 9 59
100 .9250 152 18 16 71 .9313 149 11 35 62 .9747 154 4 33 66 .9849 157 3 27 70

Table 6. Comparison of speci�city, F-score, Gmean values using all the considered approaches in cervical cancer dataset.

HNs ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
Sp F-score Gmean Sp F-score Gmean Sp F-score Gmean Sp F-score Gmean

10 .8254 .8827 .8848 .8413 .8939 .8957 .8769 .9299 .9316 .9828 .9838 .9838
20 .7910 .8600 .8633 .8060 .8710 .8738 .8406 .9067 .9095 .9254 .9564 .9569
30 .7656 .8451 .8497 .7813 .8567 .8607 .8182 .8936 .8974 .9063 .9461 .9470
40 .8060 .8710 .8738 .8209 .8819 .8843 .8551 .9173 .9198 .9403 .9668 .9671
50 .8276 .8801 .8819 .8448 .8920 .8934 .8833 .9290 .9303 .9683 .9814 .9815
60 .6812 .7867 .7963 .6957 .7982 .8070 .7324 .8358 .8442 .8116 .8874 .8912
70 .6866 .7867 .7952 .7015 .7984 .8061 .7391 .8363 .8436 .8209 .8886 .8916
80 .7195 .8140 .8211 .7317 .8240 .8306 .7619 .8583 .8653 .8293 .9019 .9054
90 .7353 .8217 .8275 .7500 .8329 .8381 .7857 .8695 .8745 .8676 .9199 .9216
100 .6289 .7487 .7627 .6392 .7581 .7715 .6667 .7918 .8061 .7216 .8317 .8415

4.4.3. Experiment III (lung cancer dataset)
Lung cancer dataset was employed to evaluate the
proposed model in Experiment III. Table 7 shows
the training with the testing accuracy of four ELM
hybridized models. Based on the results of Table 7, Fig-

ure 20 presents a comparison of the training and test-
ing accuracy values of all the considered approaches.
Table 8 also presents a comparison of the sensitivity,
TP, FN, FP, and TN values. Table 9 presents a
comparison of speci�city, F-score, and Gmean values
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Figure 15. Number of hidden layers versus sensitivity
score (SAMPEJ-ELM).

Figure 16. Box plot of SAMPEJ-ELM.

Figure 17. Sensitivity versus speci�city versus Gmean of
SAMPEJ-ELM.

of all the considered approaches. Based on the results
given in Table 8, Figure 21 displays the sensitivity with
respect to the number of HNs of ELM-based models.
According to the result in Table 8, Figure 22 illus-
trates the box plots of all the considered approaches.
Figure 23 presents sensitivity versus speci�city versus
Gmean graph. Figure 24 shows the sensitivity versus

Figure 18. Sensitivity versus speci�city versus F-score of
SAMPEJ-ELM.

Figure 19. ROC (TPR vs. FPR) of ELM, TLBO-ELM,
Jaya-ELM, and SAMPEJ-ELM with AUC.

Figure 20. Number of HNs vs. testing accuracy of ELM,
TLBO-ELM, Jaya-ELM, and SAMPEJ-ELM.
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Table 7. Comparison of training accuracy and testing accuracy with respect to number of hidden neurons of all the
considered approaches in lung cancer dataset.

ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
HNs TRAcc TSAcc TRAcc TSAcc TRAcc TSAcc TRAcc TSAcc

10 .8894 .8723 .9180 .9006 .9292 .9116 .9389 .9215
20 .8876 .8693 .9162 .9047 .9274 .9191 .9388 .9215
30 .8776 .8715 .9062 .9018 .9174 .9087 .9295 .9279
40 .8927 .8795 .9213 .9008 .9325 .9118 .9428 .9268
50 .8734 .8759 .9020 .9042 .9132 .9118 .9335 .9262
60 .8860 .8759 .9146 .9112 .9258 .9222 .9355 .9298
70 .9282 .8856 .9568 .9098 .9680 .9218 .9783 .9362
80 .9240 .8856 .9590 .9212 .9638 .9219 .9739 .9422
90 .9304 .8929 .9584 .9212 .9702 .9382 .9893 .9598

100 .9298 .9487 .9526 .9379 .9696 .949 .9918 .9787

Note: TRAcc: Training Accuracy; TSAcc: Testing Accuracy; HN: Number of Hidden Neuron.

Table 8. Comparison of TP, FN, FP, TN, and sensitivity score of four ELM-based models in lung cancer dataset.

HNs ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
Sn TP FN FP TN Sn TP FN FP TN Sn TP FN FP TN Sn TP FN FP TN

10 .5 2 2 3 3 .5 3 3 3 1 .6 3 2 3 2 .6 3 2 2 3
20 .5 3 3 2 2 .6 3 2 2 3 .6 3 2 2 3 .8 4 1 2 3
30 .6 3 2 3 2 .6 3 2 2 3 .6 3 2 2 3 .6667 4 2 1 3
40 .4 2 3 3 1 .5 3 3 3 2 .4 2 3 3 2 .75 3 1 2 4
50 .6667 4 2 3 1 .5 3 3 2 2 .6667 4 2 1 3 .6667 4 2 1 4
60 .5714 4 3 1 2 .5 2 2 2 4 .6667 4 2 1 3 1 4 0 1 5
70 .6 3 2 2 3 .5 3 3 2 2 .75 3 1 2 4 .8333 5 1 1 3
80 .75 3 1 3 3 .8 4 1 1 4 .75 3 1 3 3 1 5 0 1 4
90 .8333 5 1 1 3 .8333 5 1 2 2 .8333 5 1 1 3 1 5 0 0 5
100 .7143 5 2 1 4 .75 3 1 1 4 .8 4 1 1 4 .8333 5 1 0 4

Table 9. Comparison of speci�city, F-score, and Gmean values using all the considered approaches in lung cancer.

HNs ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM
Sp Gmean F-score Sp Gmean F-score Sp Gmean F-score Sp Gmean F-score

10 .5 .5 .5 .25 .3536 .3333 .4 .4899 .48 .6 .6 .6
20 .5 .5 .5 .6 .6 .6 .6 .6 .6 .6 .6928 .6857
30 .4 .4899 .48 .6 .6 .6 .6 .6 .6 .75 .7071 .7059
40 .25 .3162 .3077 .4 .4472 .4444 .4 .4 .4 .6667 .7071 .7059
50 .25 .4083 .3636 .5 .5 .5 .75 .7071 .7059 .8 .7303 .7273
60 .6667 .6172 .6154 .6667 .5774 .5714 .75 .7071 .7059 .8333 .9129 .9091
70 .6 .6 .6 .5 .5 .5 .6667 .7071 .7059 .75 .7906 .7895
80 .5 .6124 .6 .8 .8 .8 .5 .6124 .6 .8 .8944 .8889
90 .75 .7906 .7895 .5 .6455 .625 .75 .7906 .7895 1 1 1
100 .8 .7559 .7547 .8 .7746 .7742 .8 .8 .8 1 .9129 .9091

speci�city versus F-score graph of the SAMPEJ-ELM
model. Figure 25 shows the ROC of all the considered
approaches with their AUC values, respectively.

4.5. Result analysis
The present study employed a metaheuristic algorithm-
optimized ELM model called SAMPEJ-ELM to classify
three types of cancer datasets namely breast, cervi-

cal, and lung cancers. The calculated results were
then compared with those from ELM, TLBO-ELM,
Jaya-ELM, Jaya-NN, SAMPEJ-NN, Jaya-FLANN, and
SAMPEJ-FLANN. Here, testing with training accu-
racy, sensitivity, Gmean, speci�city, F-score, and ROC
with AUC values were taken as performance evaluation
measures. From Tables 1, 4 and 7, it is clearly
observed that SAMPEJ-ELM needs fewer HNs than all
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Table 10. Comparison of the maximum testing accuracy of all models in three cancer datasets.

Dataset Jaya-NN SAMPEJ-NN Jaya-FLANN SAMPEJ-FLANN ELM Jaya-ELM SAMPEJ-ELM

Breast cancer .8974 .9012 .9274 .9552 .9312 .9615 .9895

Cervical cancer .8102 .8365 .8936 .9539 .9182 .9662 .9822

Lung cancer .7432 .7567 .7967 .9096 .9487 .949 .9787

Figure 21. Number of hidden layers vs. sensitivity
(SAMPEJ-ELM).

Figure 22. Box plot (SAMPEJ-ELM).

the considered approaches to achieve the same testing
accuracy. Table 10 presents the comparison between
the testing accuracy of various ELM wrapped models
and NN wrapped models and proves the superiority of
SAMPEJ-ELM model. Table 11 shows AUC scores of
all the considered approaches in three cancer datasets.

Likewise, the primacy of SAMPEJ-ELM approach
is easily visualized in Figures 11-12, Figures 17-18, and
Figures 23-24 graphs of sensitivity versus speci�city
versus Gmean in three cancer datasets. According to
Tables 1, 4, and 7, the sensitivity of SAMPEJ-ELM

Figure 23. Sensitivity vs. speci�city vs. Gmean of
SAMPEJ-ELM.

Figure 24. Sensitivity vs. speci�city vs. F-score of
SAMPEJ-ELM.

model is higher than that of other models. Sensitivity
implies that positive samples are well classi�ed.

In ROC graphs (Figures 13, 19, and 25), the
SAMPEJ-ELM model outperforms the other ELM
wrapped approaches. The AUC values of the respective
approach are also given in the ROC graphs. It is clearly
visualized from the AUC values that the proposed
model is superior to others.

In case of the SAMPEJ-ELM model, the box plots
(Figures 10, 16, and 22) represent TP, TN rate exceed-
ing FP, and FN rate in three datasets, specifying that
negative and positive samples are correctly classi�ed.

Tables 3, 6, and 9 also clearly state that speci�city
is greater in SAMPEJ-ELM model than other models.
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Table 11. AUC values of four ELM hybridized models in three cancer datasets.

Dataset ELM TLBO-ELM Jaya-ELM SAMPEJ-ELM

Breast cancer .7880 .8428 .8938 .9632
Cervical cancer .7240 .7449 .8811 .9487

Lung cancer .7440 .7549 .8411 .9627

Table 12. A comparative analysis of the suggested approach versus other existing techniques among three cancer datasets
(the `{' sign declares the missing of data).

Techniques used Accuracy % in three cancer datasets
Breast cancer Cervical cancer Lung cancer

SVM-RBF [48] 96.84 { {
Random forest [49] { 89 {
SVM [50] 96.99 { {
measure based on Yu's norms [51] 96.28 { 99.99
Random Forest [52] - 97.6 -
CART [53] 94.84 { {
Synthetic Minority Oversampling Technique-PCA [54] { { 81
PCA+c4.5 [55] { 90.70 -
SMO+J48+NB+IBk [56] 97.28 { {
Genetic algorithm and fuzzy system [57] - - 97.5
Random forest [58] 95.78 { {
SAMPEJ-ELM (Proposed model) 98.95 98.22 97.87

Note: CART: Classi�cation and Regression Trees;
PCA: Principal Component Analysis; SMO: Sequential Minimal Optimization;
IBK: Instance Based for K-nearest neighbor; J48 and c4.5: Di�erent types of decision tree.

Figure 25. ROC (TPR vs. FPR) of ELM, TLBO-ELM,
Jaya-ELM, and SAMPEJ-ELM with AUC.

This work determines that SAMPEJ-ELM approach
better classi�es the negative samples.

From the basis of the above observations, it is
distinctly proved that basic ELM wrapped approaches
are better classi�ers than NN wrapped approaches.

Upon comparing the ELM wrapped approaches with
SAMPEJ-ELM, the SAMPEJ-ELM approach is certi-
�ably signi�cantly better.

4.6. Comparison with existing approaches
In this paper, the accuracy% of the presented approach
is compared with those of eleven other standard ap-
proaches. From this qualitative analysis, a conclusive
result may not be drawn as various approaches apply
various evaluating measures and various datasets to
evaluate their performance. A comparative analysis
gives an approximate estimation of the presented tech-
nique compared to other standard approaches.

Table 12 displays a qualitative analysis of the
presented technique with 11 existing techniques in
three cancer datasets. According to this comparison,
the proposed model excels in breast and cervical cancer
datasets. In the model [51], the lung cancer dataset
outperforms the proposed model.

4.7. Statistical results
To examine the means of distinct groups (whether or
not they are the same), the most popular statistical
approach, i.e., Analysis of variance (ANOVA), is ap-
plied in this work. This statistical approach helps
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Table 13. ANOVA test with respect to classi�cation accuracy (%).

Dataset ELM Jaya-ELM SAMPEJ- ELM Total

Number of datasets 3 3 3 9P
X 285.78 287.67 295.04 868.49

Mean 95.26 95.89 98.34667 96.49889P
X2 27223.6394 27586.26 19536.14 47122.4

Standard deviation 0.085986918 0.888988 0.551029 0.254334

Table 14. Result details of the ANOVA test.

Source SS df MS

Between-treatments 15.95962222 2 7.979811111 f -value = 19.74820579
Within-treatments 2.424466667 6 0.404077778 p-value = 0.048974974
Total 18.384088887 8 8.383888889

estimate the model statistically. Generally, null and
alternative hypotheses are incorporated into ANOVA.
In this test, F-value is calculated �rst; then, according
to F-value, p-value is determined. The obtained p-
value of ANOVA �nalizes whether to keep or discard
the null hypothesis. The null hypothesis is refused if p-
value � 0:05 (taking 5% as the signi�cance level) and it
can be decided that the accuracy percentages of all the
algorithms are undoubtably di�erent. Moreover, the
detailed statistical analysis of ANOVA test is shown in
Tables 13 and 14. In this work, the observed p-value is
0.048974974, which is quite lower than the set p-value
(i.e., 0.05). Henceforth, the null hypothesis is rejected.
Therefore, it is decided that the presented algorithm is
statistically better than other ELM-based models.

5. Conclusion

The current study put its main focus on the cancer
data classi�cation through the proposed SAMPEJ-
ELM model. Here, three datasets of breast, cervical,
and lung cancers were taken into account to perform
experiments. In this study, three Extreme Learning
Machine (ELM) hybridised approaches (ELM, TLBO-
ELM, and Jaya-ELM) and four NN-based models
(Jaya-NN, SAMPEJ-NN, Jaya-FLANN, and SAMPEJ-
FLANN) were matched with the suggested SAMPEJ-
ELM model. All of these models were evaluated based
on a series of empirical studies. Several performance
metrices namely the accuracy%, speci�city, sensitivity,
Gmean, F-score, and Receiver Operating Characteris-
tic (ROC) graphs were used for an unbiased comparison
with other models. Based on di�erent observations,
it can be clearly concluded that all the ELM-based
classi�ers outperformed the NN-based models. How-
ever, to develop a more robust and stable classi�er,
the random parameters of ELM were optimized by the
Self-Adaptive Multi-Population-based Elite strategy

Jaya (SAMPEJ) algorithm. The �ndings revealed
that the SAMPEJ-ELM could e�ciently handle the
ill-conditioned problem and achieve better accuracy
than other models. Further, the suggested SAMPEJ-
ELM approach could e�ciently classify cancer data.
Therefore, the proposed model can be successfully for
microarray data classi�cation.
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