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1. Introduction

Abstract. In this study, we propose a general class of estimators of the finite population
Distribution Function (DF) using two auxiliary variables under subsampling of non-
respondents. We use the Hansen and Hurwitz pioneered model in our subsampling
technique. Layout of response and non-response classes are discussed in various tables
in detail. Expressions for the biases and Mean Square Errors (MSEs) of the estimators are
obtained up to first order of approximation. We also obtain the conditions by comparing
the proposed estimator with existing estimators. Three real data sets are used to support
the theoretical findings. In our findings, it is observed that the proposed class of estimators
is more efficient as compared to all other existing estimators including the usual mean
estimator, ratio estimator, exponential-ratio estimator, traditional difference estimator,
and many well-known difference type estimators by using the criterion of MSE.

(© 2024 Sharif University of Technology. All rights reserved.

and Kumar et al. [3]). Some related work is credit

The problem of non-response is common in sample
survey due to many reasons such as non-availability at
home or unwilling to respond due to social desirability
concerns or the fear of catching some contagious disease
such as Covid-19 virus by having a contact with
interviewer. Hansen and Hurwitz [1] were the first
who floated the indigenous idea of nonresponse. Much
work has been done since to deal the non-response
by constructing composite types of estimators. The
ratio, product, exponential-ratio and regression type
estimators are commonly in this context (see Rao [2]
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to Gupta and Shabbir [4], Khan and Shabbir [5],
Verma et al. [6], Bhushan and Kumar [7], Kumar and
Bhoughal [8], Saleem et al. [9], Ahmed et al. [10],
Waseem et al. [11] and Yaqub and Shabbir [12,13].

Most of this work is based on estimation of finite
population mean, total and variance but very little
attention has been paid to estimating the Distribution
Function (DF). Some works on estimating the DF can
be found in Ahmad and Abu-Dayyah [14], Wang and
Dorfman [15], Singh et al. [16] and Munoz et al. [17].
Some other useful references are, Irfan et al. [18],
Abid et al. [19], Abid et al. [20], Javed et al. [21],
Naz et al. [22], Younis and Shabbir [23], Ahmed and
Shabbir [24] and Nazir et al. [25].

In our study, we propose a new class of estimators
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for estimating the DF under subsampling of non-
respondents when nonresponse exists on the study
variable as well as on the auxiliary variables.

Consider a finite population U = {U;,Us, ...,Un}
of N units portioned into two classes i.e., (i) response
class with size N; and (ii) nonresponse class with
size Ny. Using Hansen and Hurwitz [1] technique, a
sample of size n is drawn from U by using Simple
Random Sampling Without Replacement (SRSWOR).
We assume that n, of the sampled units respond and n»
do not. Let a sub-sample of r units be drawn from the
ny non-responding units by SRSWOR and we collect
the information on these r units by the interviewing
method as » = %2, (K > 1). Let y; and (x4, %)
(¢ = 1,2,---,n) be the values of the study variable
(Y) and the auxiliary variables (X, Z) respectively.

We are interested in estimating the DF defined as
N

Fyu,) = % > I(y; < ty),—0 <ty < 0o, where I(.) is

i i=1

the indicator function such that I = (1,0). Similarly,
we can define:

Fx(t.) NZI z;<tz), and

N
1
FZ(tz):NZI(ZiStz)'

The DF under stratification is:

— (1) (2)
FY(ty) = GlFY(t ) + GQFy(t ) where
Ny
_ N m _ 1
G’L_W (1_172)7 Fy(ty) _E;I(yzgty%
1 &
2
and F}(,()tu) N ZI(% <ty)
i=1

Hansen and Hurwitz [1] estimator of DF under nonre-
sponse is defined as:

fre Fa(1 27
Fryv,) = glF)(/()ty) + 92F§(ti) where
9i = i (i=1,2),
n
A(1) 1 &
Y(tu) = nil Zl(y'b < ty)v
=1
and

o) _ 1y
) = ;;I(?h <ty)

Similarly, we can define:

F(ZT)

F;“x(t,) g1 Fy () )t 92l x,)

and

A(1) (2r)
Fra) = 0850, + 9270
Let:
S%Y(ty) = FY(ty) (1 - Fy(ty)) ’

SFX(t = Fx(,) (1 — FX(t,,)) ,
and
St = Fzey (1= Fz(e)) s

be the finite population variances for Y, X, and Z
respectively for the response class. Similarly, the
population variances for the non-response class are
defined as:

Si =R, (1-F0,)

Fy @,y = T Y(ty)
2(2)  _ 1(2) (2)
SFX(tw) Fx(tﬂ) (1 _FX(tw))’
and
2(2) (2) (2)
SFZ(tz) F ) (1 - FZ(t ))
Let
g _ N110N220 - N120N210
FYX(twta—') - N2 ’
g _ Nio1Naoz — Nio2Naot
Fy 7(ty,tz) — N2 ’
g _ No11No22 — No12Noa:
FXZ(t:L'vtz) - N2 ’

be the population covariances for the response class in
their respective subscripts and similarly the population
covariances for the non-response class in their respec-
tive subscripts are:

2 2 2 2
(2 _ Nl(l()JNém)) — N1(2()JN§1()J
Fy x(ty,ta) — N(2)2 ’
2 2 2 2
g(2) _ Nl(o%Néog - Nl(ogNz(o%
FYZ(tyytz) - N(2)2 ’
2 2 2 2
5(2) _ NSI%N(SQ% — N(g&NéQ%
Fxz(ty,tz) — N(2)2 :

The layout for response and non-response classes are
given in Tables 1-6.

Here N1107 N1207 N2107 and N220 are the number
of units in the population and similarly nq19, 7120, 7210,
and nsog be the number of units in the sample in their
respective cells of respondents.

Here fogw N1(§2)7 Néf%7 and NQ(S()) are the number

of units in the population and similarly ”51)07 ng)o, ngzl)m
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Table 1. Layout of the response class for Y and X.

X S Fx(tm) X > Fx(tm) Total

Y < Fy (ty) ni10/Nito n120/ N120 Nioo
Y > Fy(ty) nz210/ Na1o n220/ Nazo Naoo
Total Noto Nozo N

Table 2. Layout of the non-response class for Y and X.

X, < FQ(tz) X2 > F(t,) Total

2 2 2 2 2 2
Yo < PP (ty)  nilp/NG ne/Ny NG
2 2 2 2 (2 2
Ys > Fl(/ )(ty) 31)0/]\72(1% §2>()/JV2<22) NQ(O())
Total N NG N

Table 3. Layout of the response class for Y and Z.

7Z S Fz(tz) Z > Fz(tz) Total

Y < Fy(ty) 1101/ Nio1 n102/ N1o2 Nioo
Y > Fy(ty)  m201/Naot n202/ N2o2 Naoo
Total Noo1 Noo2 N

Table 4. Layout of the non-response class for Y and Z.

Zy < F$(t.) Z2 > F$(t.) Total

2 2 2 2 2 2
Y2 < Fi(/ )(ty) 50)1 Nfoi ”50)2 Nfog N1(0%
2 2 2 2 (2 2
Yo > F1</ )(ty) é0>1 7\[2(0% éoé/wz(og 7V2(0(>J
Total NG NS N

Table 5. Layout of the response class for X and Z.

7Z S Fz(tz) Z > Fz(tz) Total

X < Fx(tz) noi1/Non no12/Noiz Noio
X > Fx(tz)  mo21/No21 1022/ No22 No2o
Total Noo1 Noo2 N

Table 6. Layout of the non-response class for X and Z.

Zy < F$(t.) Z2 > F$(t.) Total

2 2 2 2 2 2
Xo SFP(t)  nii /NG non /NGy NG
2 2 2 2) (2 2
Xy > F)((>(tw) (<)2>1/N(§2% (()2>2/J\/(§2% Nézg)
Total N N§Z N

(2)

and ns,, be the number of units in the sample in their
respective cells of respondents.

Here N1017 N1027 N2017 and N202 are the number
of units in the population and similarly n191, 7102, 7201,
and nsgo be the number of units in the sample in their
respective cells of respondents.

Here Nl(gi, Nfg; N%L and NQ((Q)% are the number

of unit(s in the population and similarly ”50)17 n%)Q, "(2%)17

and ”zo) be the number of units in the sample in their
respective cells of respondents.

Here N0117 ]\/1)127 N0217 and N022 are the number
of units in the population and similarly ng11, 72012, 7021,
and ngzo be the number of units in the sample in their
respective cells of respondents.

Here Nl(f%, Néf%, NégL and Nég% are the number

of units in the population and similarly ”81)17 n(()gl)2, ”(()22)17

and n(()?z)gbe the number of units in the sample in their
respective cells of respondents.

Now we define some error terms to obtain the
biases and Mean Square Errors (MSEs) up to first order
of approximation.

Pl < Bl C) RN (U Bl (09
0 FY(ty) ' ! FX(ta,) ’
2 FZ(tz) 9
such that E(A}) =0 for (i =0,1,2), and
1
E(A*2) _
©T ()
{AlS%y(ty) + >\2Sg'2y)?ty)} = A0
1
E(A*Q) —
! % (te)
Ay S2 A 5(2)2
1 FX(tm)+ 29 By (ty) 0207
1
E A*Q —
B =)
A 52 A 522 L px
1 Fz(tz)_" 29 F,(t.) 002
FY( v Fx(t)
A\ S + A g5(2) —A*
12 Fy x (ty,ta) 29 By x (ty ,ta) 1109
1
E(AgA3) =

FY( )FZ(tz)

{AlSFYZ(tyvtz) +)‘2557y)z(t s )} = Mo
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1

2 *
DuSecattnta +228E} = Ko

where some equations are shown in Box I.
Now we discuss some estimators of DF using
single auxiliary variable and two auxiliary variables.

2. Existing estimators

In this section, we discuss the following estimators:

(i) The variance of the usual estimator ng(ty) =

13'5, is given by:

VC”"(F(T) = Fx%(ty)A;oo- (1)
(ii) The traditional ratio estimator, is given by:
fsk e FX ty
Fry = Fy,) <A*( )> : (2)
Fx

The bias and MSE respectively of Fj%l, to first
order of approximation, are given by:

B(Fh,) = Fy(,) {M20 — Ao} (3)
and
MSE(F},,) & Fy(,, ) {0300 + Ajao — 2AT10} -
(4)
(ifi) The traditional exponential-ratio type estimator,
is given by:
1k sk FX(tub) _F)X( toy
Iy, =Fyq, ) exp (x() . (5)
Fx(,) + Fxq,)

The bias and MSE respectively of F]*;N to first
order of approximation, are given by:

3Ag0 Al
8 2 ’

B(Fg) = F, { (6)

and

[\ A * Ag *
MSE(FEl):FSQ/(ty) {A200+(3120_A110}' (7)

(iv) The usual difference estimator, is given by:

Fp, = Fy,) +do (Fxm - F)*dtw)) ’ ®)

where dj is the constant. .
The minimum variance of £, at the opti-

FY(ty)Ailo

mum value of do(opr) = j is given by:
t2) 020
VCW(FEI )min :MSE(FEI )lnin =
F%(ty)Agoo (1 - Pﬁo) ) (9)

where pj,, = S
V Ai"()() V ASZ()

(v) Rao [2] difference type estimator, is given by:

FECLO = le;(tzl) + d2 (FX(tl) - F;{(t‘)) ’ (10)

where d; (i = 1,2) are the constants.
~ The bias and minimum MSE respectively of
Fy., at optimum values of:

d . 1
Hort) = + Afao(1 — pﬁo)’
and
d _ Fy(ty)Al*lo
2(opt) —

FX(tm)Agzo {1+ Afa(1— Pﬁo)y
are given by:

Bias(Fj,,) = (di — 1) Fy,) (11)
and

Asgo (1= pity)
2 1+A%00 (1 = pito)

MSE(FI*%ao)min %F)Q/(t . (12)

(vi) Gupta and Shabbir [4] estimator using two aux-
iliary variables, is given by:

Fés = {Jlﬁ;(ty) + J2 (FX(tm) - F)*((tw))}

{fom) }
F)*((tw) (13)

1 1 Ny(K —1
/\1:<—N>7 )\2:%7

B [{Fu ~ Frien} {Frey = e} {Fr) - Fote} |

Azef =

{By (t,)} U Fx (t)} {F7 (1))

Box I
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where J;(i = 1,2) are the constants.
_ The bias and minimum MSE respectively of
Fi g at optimum values of

J1(opt) =

Py, (A;D; — C;E; + Dj — Ej)
Fx(,)(A4;B; — E2 + B;)

JQ(opt) =

are given by:

Bias(F}g) = (Jy — DFy,)

+ Wy, Cj + T Fxi,)Dj,  (14)

MSE(FSg)min & FY(fJ)
72CijEj+ZBjOj

(A7B7_E2+B7) ' 15)

{1_ .A]'D_]2-+BJ'C]2 72DjEj+Bj} (

where A; A200+A020 2/\1107 Bj=Ag50,
3A()"U 110 pa— ()2()
Cj , Dj= 220 E; =Aj50—A10-

The tradltlonal ratio estimator using two auxil-
iary variables, is given by:

F* _ﬁw FX(tm) FZ(t/)
B B ) \ By )

The bias and MSE respectively of 1:"}”%2 to first
order of approximation are given by:

(16)

B(Ff,)=Fy,)
{A020+Ag02 HA011 — At —Avol} (17)
and
MSE(Fp,) = Fy )
{A%00+A020+Ag02 —2A710—2A10; +2A5,,} - (18)

The traditional exponential ratio estimator using
two auxiliary variables, is given by:

Fx (1) _F)*f(tm))
Fxe,) + Fx,)

exp Fpay+ )
Fzey +F5

(19)

1629

The bias and MSE respectively of F,;Q to first
order of approximation, are given by:

B(F},) = Fy,)

{ (Ad20tAg02) — (ATm Afgr)+= Aon} (20)

and

[k ~ * 1 * *
MSE(Fg,) 2F, ) {AQOO T3 (Ag20 + Aooz)

(A110 + A>1<01) + AOll} . (21)

The usual difference estimator using two auxil-
iary variables, is given by:

Ep, = Y(t)+d1(FXt)_ (s ))

+d2 (FZ(tZ) _F;(tz)) 5 (22)
where d; (i = 1,2) are constants. K

The minimum variance or MSE of Fp,  at
the optimum values of d; (i = 1,2) i.e.:

d _ FY(ty) (ATmASn B AéozAflo)
1(o - %9 * k ?
(opt) Fx(e,) (A§T — AjooAdan)
and
p _ Py, (AG11AT10 — Agaoion)
2(opt) —
(opt) FZ(tw) (Aon A020A022)

The minimum MSE is given in Box II

or  MSE (F, )min = F}Q/(ty)ASOO

{1 _ pito+pity _2PT10PT01P311} . (23)

*2
1—po11
where,
* *
P = Alio Pl = Al
110 = ~ = o 101 = o e
\Y% Azoov Afag V A200\/ Agoo
B3 _ Agll
Po11 =

VG20V AR50z

MSE(F},)min = Fy () {

AlOlAOZO — 2A101‘/\011‘/\110 + AOllAZOO — AOZOAOOZAZOO + AllOAOOZ
AOll

AOZOAOOZ

Box II
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(x) Kumar et al. [8] estimator using two auxiliary
variables, is given by:

Fz(t,) = FZ*(tm)
Qoexp | —————— =
Fa,) + ¥z,

Froy = Fr,
+(1—a) exp (f(t“) ( )> }, (24)
F iy T Fz,)

where «q is the constant.

The bias and minimum MSE respectively of
FI*\»U to first order of approximation at optimum
value of:

(Aéll — ATOl)

1
aO(opt) - 5 - ASOQ )

are given by:

. i 1
B(FKU)EFY(ty){AOQO"‘ (2 - ao)

N N 1 1 .
(Afor — Agr1) — (8 - 2040) Aooz}a (25)

and

MSE(FI*{U)min = }2/(1&1,)

. . . AF . AF 2
{(Aéoo + Agao —2A710) — ( Olk* Aoy } -(26)
002

(xi) On the lines of Chami et al. [26], Guha and Chan-
dra [27] and Singh and Usman [28] estimators
using two auxiliary variables, we have:

alﬁ)*((tm) + (1 — al)FX(ta,) }

Fgy =Fy ;
h =Y (ty) {(1_a1)F§(tm) + a1 Fx,)

arly )+ (1 - a2)Fy, 2
(1—a2)Fp, ) +aoFz,) |

where o, (i = 1,2) are the constants.

_ The bias and minimum MSE respectively of
F},, at the optimum values of a;(i = 1,2) i.e.:

1 { (ATo1Ag11 — AGoaiio) }
Q(opt) = = 1 + = - *
(ort) = 3 (AgT — AGa0A522)

and

a?(opt) :% {1 _ (A820AT01_A811AT10)} , (28)

(A(;%l - A320A622>

are given by:
Bias(Fé) 2 Fruy{ (201 = 1) A + (202 - 1
Afop + (201 — 1) (202 — 1)
Agpy (T —an) (1 —201) Agyg + (1 — az)
(1= 20 A0 . (29)

and Eq. (30) is shown in Box III. The minimum
MSE of F3, is equal to minimum MSE of the

difference estimator F7}, .

(xii) Singh and Usman [28] estimator using two auxil-
iary variables, is given by:

Fio ={ B, + 8o (Fxw - Fia) |

~

71F)*((t1,) + (1 - 71)FX(t1,)
(1 - 71)F)*((tm) + ’ylFX(tw)

Y2F7 4. :i‘ (1 —=72)Fz0.) 7 (31)
(1- Vz)FE(t )y T2 Fz1,)

where v;(¢ = 1,2) are constants and [, =
By AT . . . .
7110 g the sample regression coefficient with
Fx(14)Ab20

the corresponding population regression coeffi-

Fy e, )AL )
10 1t s observed that:
X (tz) 020

cient fiy =
MSE(FEU)Inin :MSE(FBQ )min

:MSE(th)mhr

MSE(F(*JIL)Inin = F)‘Z’(ty) {

Al((%lA())ZO — 2‘/\)101‘/\611‘/\\110 + A(;%lA}OO — A620A602A500 + AI%OA{)OZ }
Adfl - A820A802

(30)

Box III
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3. Proposed estimator

We propose the following general class of difference
type estimators of DF using two auxiliary variables.
This estimator is constructed by using the ratio and
exponential-ratio type estimators with the difference
type estimator as:

F;;(‘Slag?) = {wlF{;(tzl) + w2 <FX(tJ~) - F;((tL))

s (Fay = By, }

01
F F
N (e
FX(t ) )+F
where w;(i=1, 2, 3) are the constants and (0 < é;
(1 = 1,2) are known scaler values.

. A* . .
Rewriting Fp s 5., in terms of errors terms, we
have:

F;(f?l,éz) = Fy(e,) = (w1 = DFy,) +wiFyq,)

(A5 — i A + 847 = 51A7A]]

—waFx(i,) [A] = 67A]
— w3l [A5 — 67ATAS], (33)
where 6] = (6; + 52—2) and:
w f06100  O1(01+1) | ba(b2 +2)
by = { B + 5 + 3 .

From Eq. (33), the bias of Fl*g(éhéz), is given by:
Bias(Fps, 5,) = (w1 — D) Fy(,)
+ wiFy(1,) {02020 — 61 A110}

+ Fiz(e,)07 (walgag +w3hgy) - (34)

Squaring and then taking expectation on Eq. (33), we
get MSE of FI*D(él 5,)> Which is given by:

MSE(Fps, 5,) = (w1 —1)°Fy(,)
+WiFY A+ wiFy B

+ W3FZ( )¢ - 2wlFSAZ’(ty)D

— 2w Fy(4,)Fx(¢,)E — 2w3Fy(¢,)

FZ(t )F+2w1w2Fy( )FX( )G

+ 2wiws Fy (1, Fz(1, ) H + 2wows Fx (1) Fz(1.) 1,

where,
A= A0 + (‘SP + 25;) Agao — 467 Ad10,
B = Apy, C = Agoas = 650020 — 61 A 10,
E = 87 Mgy, F = 67Aqq, G =261 Mgy — Alvos

H =261 Ag11 — Afors I'= Mgy
The minimum MSE of FP(5 5) at optimum values of

Fy 1.3
vaple g
Fx (i)l

ls
T, W2(opt) =

wi(i = 17273) i.e.7 Wi(opt) =

Fy@,ylr
Fzh

W3(opt) = , is given by:

Ak ~ Iy +1l3+14
MSE(Fp (s, 5,) Jmin = Fy (1, (h) » (39)

where,
ly = ABC — BH?— AI’ +BC — CG* +2GHI —I?,

lo =— ABF?—-BCD? + 2BDFH + ABC — ACE?
+2AEFI-2BCD—-BF?+2BFH—-BH?,

I3 =2CDEG+D?I*> —2DEHI — 2DFGI

+ E’H? - 2EFGH+F?G*—-AI’—CE?,

ly =2CEG — CG* + 2DI* + 2EFI — 2EHI
—2FGI +2GHI,

ls =BCD — BFH + BC — CEG — DI?
+EHJ + FGI - I?,

l¢ =ACE — AFI — CDG + DHI — EH?
+FGH+CE—-CG—FI+HI,

l; =ABF — BDH — AEI + BF — BH
+DGI+ EGH — FG* — EI +GI.

We can generate many estimators from this proposed
class of estimators as follows:

(i) Putting 6; = 0 and 62 = 0 in Eq. (32), we get:
Fpio,0) =w1Fy ) +wn (Fxm) - Ff{(m))

+ws (Faq) = Fe,)) - (36)
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(ii) Putting 6; =1 and é; = 0 in Eq. (32), we get:

Fpa0)

- {wlﬁiﬁ(tu) w2 (FX(“) B Fj{““)

iy FX ty
+ ws (FZ(tz) _FZ(tZ)) } (F*( )) .
X

(ts)

(37)
(iii) Putting 6; = 0 and 63 = 1 in Eq. (32), we get:

Fp :{WlF?(ty) w2 (FX(“) B F;“t‘”))

+ws (FZ(tz) - FE(@,)) }

F Fx(e.)—F;
{( g:(tm))exp( X(t,) fj“”)} (38)

(iv) Putting 6, = 0.5 and 62 = 0.5 in Eq. (32), we get:

F1*3(0.5,0.5) = {WlF}*f(ty) t w2 (FX(%) - F)*((ta,))

+ ws (FZ(t,,) - Fé(@)) }

0.5 .
F Fx(y — F3
(Af“”) exp (05”””“) (39)
FX(tm) Fx(t,) + F)}(tm)
(v) Putting 6; = 0 and 8, = 1 in Eq. (32), we get:

Fpo) :{Wlpﬁm +w (FX(m - F}?(tm))

+ w3 (FZ(tZ) - FZ*(t,,)) }

{ (FX(t.n)_F;((tm)>}

Ex (o) + Fx,) (40)
The biases and minimum MSEs of above es-
timators can be obtained by substituting the
different values 6;(¢ = 1,2) in Egs. (34) and (35).
Also, we can generate many more estimators by

substituting the different values of ¢; and w; (i =
1,2) in Eq. (32).

4. Comparison of estimators

We compare the proposed generalized class of estima-
tors with some other competing estimators.

(i)

(iii)

(vi)

(vii)
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By Egs. (1) and (35), J\J@*E(zﬁlz(éhﬁz))min
Var(Ey) if:

. by + 15 +1
[AQOO—<2 lj 4)} > 0.

By Eqs. (4) and (35), MSE(Fp, 5. )min
MSE(F},) if:

. . . s +15+1
[{AQOO + Agao — 2A710} — (254” > 0.

A~

By Eqs. (7) and (35), MSE(Fpg, s,))min <

MSE(Fy,) if:

Ad . l [ [
o ) - (22828

A~

By Egs. (9) and (35), MSE(F;(%&Z))min <

MSE(E} Jumin if:

. l l l
|:A§00 (1 - PT%O) - (2+li+4>} >0

By Egs. (12) and (35), MSE(Fp, 4 Jmin <
MSE(F%, )min if:

Aspo (1=pi%0) <l2 +ls + 14)
1+ Ajoo (1 = pito) h

By Eqs. (15) and (35), MSE(F}, 5 Jmin <
MSE(F}g)min if:

H - A;D?+B;C?—2C;D;E;+2B;C;—2D; E;+ B;

(A;B;—EZ+Bj)

3 <12+13+l4>} >0,
I

By Egs. (18) and (35), MSE(F} 5 Jmin <
MSE(F},) if:

[{A;oo T Ajno + Alos — 2 (Ao + Alor — Adu) }

_ (l2+13+l4>] > 0.
Ly

By Egs. (21) and (35), MSE(Fp o Jmin <
MSE(F},) if:

* 1 * * * * 1 *
[{Azoo + 1 (A020+A002)_(A110+A101)+2A011}

_ (lg+l3+l4>:| S0
ly
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(vii) By Equ. (23) and (35), MSE(FIB(ﬁlé ))mm <
MSE(E}, )i if:

[A* {1 Pito + Piv1 — 20T 100501 P11 }
200 {1 — 2
1= po1a

_ <12+13+l4)} > 0.
L

(viii) By Eqs. (26) and (35), MSE(F P(51,6) Jmin <
MSE(F 1 )min if:

. ) Ajy — Aloy)
[{ (AEOO + ASzo - 2AT10) - (011*101)}
A002

_ <12+13+l4):| S 0.
Iy

5. Numerical study

We use the following three data sets for numerical
study.

Population 1.  Source: Singh [29]

Let Y, X, and Z be the number of immigrants admitted
in the USA during 1996, 1995, and 1994 respectively.
Let I(y; < ty) = 1 for t, = 17702.76 and I(y; >
ty) = 0, otherwise; I(x; < t;) = 1 for t, = 13903.24
and I(x; > t,) = 0, otherwise; I(z; < t,) = 1 for
t. = 15483.67 and I(z; > t,) = 0, otherwise. Last
25% observations i.e., 13 units are considered as non-
responding units. N = 51, n = 20, Fy(tu) = 0.8039,

Fx(,) = 0.T647, Fy,,) = 0.8039, S}, = = 0.1576,
S}, = 01799, 53 = 0.1576, Ni1g = 39, Nizg =

02 NZlO == 00 NZZO = 10 NlOl = 40 N102 = 017
Naor = 01, Nagz = 09, Noix = 39, No12 = 00,
N021 = 02, ./\7022 =10.

For non-response, we have: NéQ) =13, F® =

Y(t )
0.7692, F, | = 0.6923, F}, | = 0.7692, SFYW) =

0.1775, S77) =0.2130, S3%) = 01775, Ni3} = 09,
2 2

N1(2()) = 01, N2(1()) = 00, NQ(Z()) = 03, N1(o% = 09, N1(0; =

01, N = o1, N2 = 02, N = 09, NI} = 00,

N3l =01, N§3) = 03.

Population 2. Source: Gujarati and Porter [30]

Let Y, X, and, Z be the production of eggs in
USA during 1992, 1991, and 1990 respectively.

Let I(y; <t,) =1 for t, = 1377.854 and I(y; >
ty) = 0, otherwise; I(z; < t;) = 1 for t, = 75.872
and I(z; > t,) = 0, otherwise; I(z; < t,) = 1 for
t, = 78276 and I(z; > t,) = 0, otherwise. Last

25% observations i.e., 13 units are considered as non-
responding units. N = 50, n = 18, Fy(,) = 0.6600,
Fx,) = 0.5800, Fz ) = 0.5800, 52 = 0.2244,

By (1)
S]%—‘X( = 0.2436, 52 ) = 0.2436, N110 =17, N120 =
N201 = 12, N202 = 05, N011 = 28, N01z = 017
No21 = 01, Noao = 20.

For nonresponse, we have: Nf) = 13, F}(,Q()

t) =
(2) 2  _ 2(2)
0.7602, Fi), | = 0.5385, F}j, | = 06154, ;")

ty ) -
0.1775, S72) = 10.2485, S32) = 02366, Nj3) = 04,

N1(zo = 06, Nz(f()) = 03, NZ(Q()) = 00, Nl(o% = 03, N1(§2 =
05, N} = 03, N) = 00, NZ) = 07, N3 = 00,
N2 = o1, N2, = 05.

Population 3. Source: Singh [29]

Let YV, X, and Z be the estimated number of
fish caught by marine recreational fisherman by species
group during 1995, 1994, and 1993 respectively.

Let I(y; < t,) = 1 for t, = 4514.90 and I(y; >
ty) = 0, otherwise; I(z; < t,) = 1 for t, = 4954.43
and I(z; > t,) = 0, otherwise; I(z; < t,) = 1 for
t, = 4591.07 and I(z; > t,) = 0, otherwise. Last
25% observations i.e., 17 units are considered as non-
responding units.

N = 69 n = 23 Fy(t) = 0.72467 FX(tw) =
0.7681, Fy(;,) = 0.7391, SF vey) = 0.1995, S}X(m =
0.1781, S%Z(M = 0.1928, Nijg = 47, Nisg = 03,
Natg = 06, Nagg = 13, Nigt = 48, Nigp = 02,
Nyor = 03, Nag2 = 16, Noix = 49, Noi2 = 04,
Noz1 = 02, Nogao = 14.

For nonresponse, we have:

NP =17, Y, = 0.8824, F), = 0.8824, F) | =

0.8824, 577 = 0.1038, 77 = 0.1038, S =

0.1038, N2 =15 N2 =00, N2} =00, N{Z) = 02,
Nig) = 15, N{g) = 00, Nig) = 00, Nig) = 02, Ngj) =
15, N$2) = 00, N2 = 00, N2 = 02.

The MSE values of all estimators based on three
populations are given in Tables 7-9.

From Tables 7-9, we observed that the proposed
general class of estimators 13';(61’52) is performing
better than all considered estimators at different
choices of K.

6. Conclusion

We proposed a general class of Distribution Func-
tion (DF) estimators Fl*g(éhéz) using two auxiliary
variables under non-response in simple random sam-
pling. It is clear from Tables 7-9, that the pro-
posed general class of estimators F;(s 52) for differ-
ent values of K, is more efficient as compared to
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Table 7. MSE values of different estimators for different values of K in Population 1.

Estimator K=15 K=20 K=25 K=3.0 K =23.5

Ey 0.005922  0.007054  0.008185  0.009316  0.010448
F§1 0.001744  0.002235  0.002726  0.003217  0.003708
Fgl 0.001947  0.002383  0.002820  0.003256  0.003692
FDl 0.001369  0.001742  0.002113  0.002484  0.002853
I:_'an 0.001366 ~ 0.001737  0.002106  0.002474  0.002841
Fés 0.001361  0.001729  0.002095  0.002459  0.002822
FEQ 0.009717  0.012198  0.014679  0.017160  0.019640
FEQ 0.001523  0.002136  0.002749  0.003362  0.003975

Fpy, Foy, Fsy  0.001311  0.001726  0.002112  0.002481  0.002840

Fiy 0.001567  0.001935  0.002293  0.002643  0.002983
0.0 0.001308  0.001721  0.002105  0.002472  0.002828
% 1.0) 0.001308 ~ 0.001721  0.002105  0.002472  0.002827
) 0.001307  0.001722  0.002107  0.002475  0.002832
Fho.5.005) 0.001304  0.001716  0.002097  0.002461  0.002814
Fion 0.001303  0.001713  0.002094  0.002457  0.002809

Table 8. MSE values of different estimators for different values of K in Population 2.

Estimator K=15 K=20 K=25 K=3.0 K=23.5

Fy 0.009261  0.010543  0.011825  0.013107  0.014390
Fﬁl 0.028014  0.033371  0.038728  0.044085  0.049442
F;El 0.015253  0.017991  0.020730  0.023468  0.026207
FDl 0.008759  0.009779  0.010781  0.011772  0.012756
F‘}iw 0.008586  0.009564  0.010521  0.011463  0.012393
F‘és 0.008513  0.009468  0.010399  0.011313  0.012212
FEZ 0.070830  0.083730  0.096630  0.109540  0.122440
FEQ 0.027187  0.032177  0.037166  0.042156  0.047146

Fp, Foy, Fsy  0.008754  0.009776  0.010780  0.011772  0.012755

Fiy 0.011939  0.014108  0.016271  0.018429  0.020586
0.0 0.008582  0.009562  0.010520  0.011462  0.012392
o 0.008576  0.009554  0.010509  0.011447  0.012373
oo 0.008721  0.009740  0.010740  0.011729  0.012709

Fho5.005) 0.008525  0.009488  0.010425  0.011345  0.012251

o) 0.008509  0.009488  0.010425  0.011345  0.012251
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Table 9. MSE values of different estimators for different values of K in Population 3.

Estimator K=15 K=20 K=25 K=3.0 K=23.5
Ey 0.006340  0.006896  0.007451  0.008007  0.008563

F}}l 0.003569  0.003570  0.003572  0.003573  0.003574
[:’51 0.003682  0.003837  0.003992  0.004147  0.004302
FDl 0.003305  0.003342  0.003373  0.003399  0.003421
Fon 0.003284  0.003321  0.003351  0.003377  0.003399
Fés 0.003275  0.003311  0.003340  0.003365  0.003386
FEZ 0.007953  0.008426  0.008900  0.009374  0.009848
FEQ 0.002231  0.002232  0.002232  0.002233  0.002233
FBQ,FgH,Fé‘U 0.001928  0.001936  0.001943  0.001949  0.001954
FI*(U 0.003471  0.003473  0.003474  0.003476  0.003477
F;(o,o) 0.001921  0.001929  0.001936  0.001942  0.001947
F;(l,l) 0.001921  0.001919  0.001936  0.001942  0.001947
F;(Lo) 0.001928  0.001936  0.001943  0.001949  0.001953
F;(0.5,0.5) 0.001917  0.001925  0.001931  0.001937  0.001941
F;;(Oyl) 0.001916  0.001923  0.001929  0.001935  0.001939

the estimators Fz"(z = 0,Ry,E{,D{,Ra0,GS, Rs, E5,
(D2, Ch,SU),KU) when non-response exists on all the
study variable (Y') and the auxiliary variables (X,Z).
It is also observed that the Mean Square Error (MSE)
values of all estimators increase with increase in the
values of K from 1.5 to 3.5 in all Populations 1-3, which
are expected results. The ratio estimator FEZ shows
poor performance in Tables 7 and 9 but in Table 8, the
ratio, exponential-ratio and Kumar et al. [7] estimators
ie. Fj(z = Ry, Ry, Ey, Es, K) perform poorly
as compared to all other estimators. The difference
estimator (FBZ), Chami et al. [27] estimator (th) and
Singh and Usman [28] estimator (F%;) give the same
Mean Square Error (MSE) values. Among proposed
general class of estimators FP(&l, 8,)", the performance

of the estimator FI*:.(OJ) is the best in terms of MSE.
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