Reducing the number of elements of linear antenna arrays using Fourier’s coefficients equating method
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Abstract. An analytic method is proposed in this study to reduce the number of elements of Uniformly Spaced Antenna Arrays (USAs). To this end, both excitations and positions of a Nonuniformly Spaced Array Antenna (NSAA) are obtained by equating Fourier’s coefficients of array factors of NSAA to those of predesigned USAA in two steps. In the first step, the array is considered a USAA and excitations of elements are determined. In the second step, the position of elements is determined for the excitations obtained in the first step. These two steps are repeated several times to increase the accuracy. In fact, this method is the extension of Fourier’s Coefficients Equating (FCE) method previously introduced to design NSAs. The effectiveness of the presented method for both pencil beam and shaped beam patterns is verified by some comprehensive examples.
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1. Introduction

Reducing the number of elements of antenna arrays with a desired beam pattern is important in some applications such as satellite communication to decrease the profile, weight, and cost and to promote the simplicity of antenna systems.

Usually, antenna arrays are designed so that the spaces between all elements are the same. These ordinary types of arrays are called Uniformly Spaced Antenna Arrays (USAs) [1–2]. To reduce the number of elements while keeping the array factor unchanged, the spaces between the elements should be different. The special types of arrays created in this way are called Nonuniformly Spaced Antenna Arrays (NSAs) [3–22].

Finding the positions of NSAA elements is an important matter. Several methods have been proposed for the synthesis of NSAs so far. These methods can be divided into two main groups. The first group includes various optimization procedures such as Genetic Algorithm (GA), Dynamic Programming (DP), Particle Swarm Optimization (PSO), and Differential Evolution Algorithm (DEA) [3–11]. The second group includes various analytical procedures such as perturbation, integral techniques, probabilistic approaches, Matrix Pencil Method (MPM), and iterations methods [12–29]. In [20], the zeros of array factors of NSAs were equated to the zeros of the exact-Chebyshev pattern to reach a near-Chebyshev pattern, called Zeros Matching Method (ZMM). In [21], ZMM was generalized to design arbitrary patterns. In [22], the periodicity of array factors was used and the Fourier’s coefficients of NSAA were equated to those of USAA, called Fourier’s Coefficients Equating (FCE) method.

NSAs can be divided into two types. The first kind of NSAs is designed so that their elements are excited uniformly [18–23]. This kind of NSAs has the advantage that does not need complex circuits, providing nonuniform amplitude distribution. The second
kind of NSAA s is designed so that their elements can be excited nonuniformly [24-29]. This kind of NSAA s enjoys the capability to reduce the number of elements.

This paper proposes the previously presented FCE method to design NSAA s in order to reduce the number of elements of predesigned USAAs. After designing a USAA with the desired array factor, an NSAA with a fewer elements is synthesized by FCE method. This method is used to find not only the positions of elements but also the excitations of them. In fact, the application of FCE method is extended from designing the first type of NSAA s (uniformly excited) to the second type of NSAA s (nonuniformly excited). In this method, both excitations and positions of the elements are obtained using FCE method [22], which are separately considered in two steps. In the first step, the array is considered to be USAA and excitations of elements are determined. In the second step, the positions of elements are determined for the excitations obtained in the first step. The presented method uses an analytic procedure different from optimization methods. Finally, some thorough examples are presented to demonstrate the effectiveness of the presented method to reduce the number of elements of previously design USAAs.

The paper is organized as follows. In Section 2, the array factors of USAAs and NSAA s are reviewed. In Section 3, the FCE method is applied to design NSAA s with the reduced number of elements. In Section 4, matrix equations are obtained for FCE method. In Section 5, some examples are provided to indicate the effectiveness of the presented method.

2. USAA and NSAA arrays

Without loss of generality, here, we discuss only arrays containing elements in odd numbers. Figure 1(a) shows the USAAs having \( L_0 = 2N_0 + 1 \) elements of equal distance \( d_0 \). Figure 1(b) shows nonuniformly spaced antenna arrays (NSAA) having \( L = 2N + 1 \) elements. The number of elements of NSAA s is presumed to be less than that of USSAs, i.e., \( L < L_0 \).

The position of the \( n \)th element \( (n = -N, \ldots, -2, -1, 0, 1, 2, \ldots, N) \) is as follows:

\[
x_n = (n + e_n)d,
\]

where \( e_n \) is defined as the \( n \)th deviation, assuming \( e_0 = 0 \). Also, \( d \) is the nearly average distance in NSAA s which is obtained in the following based on having the same length as USAAs:

\[
d = \frac{L_0 - 1}{L - 1} d_0 < \lambda.
\]

The average distance \( d \) should be less than a wavelength to prevent the presence of grating lobes.
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**Figure 1.** (a) Typical configuration of USAAs of \( L_0 = 2N_0 + 1 \) antennas of distance \( d_0 \). (b) Typical configuration of NSAA s of \( L = 2N + 1 \) antennas of unequal distances.

The array factors of USAA s and NSAA s are respectively written as follows:

\[
F_0(\theta) = \sum_{n=-N_0}^{N_0} I_n \exp \left( jknd_0 \cos \theta \right),
\]

(3)

\[
F(\theta) = \sum_{n=-N}^{N} C_n \exp \left( jkx_n \cos \theta \right),
\]

(4)

where \( k = 2\pi/\lambda \) is the wavenumber and \( I_n \) and \( C_n \) are the excitation currents of USAA and NSAA, respectively.

3. Application of FCE method

Both functions \( F_0(\theta) \) and \( F(\theta) \) in Eqs. (3) and (4) are periodic and even with respect to the angle \( \theta \). Thus, they can be represented in the form of Fourier’s series as follows [30]:

\[
F(\theta) = \sum_{m=0}^{\infty} F_m \cos (m\theta),
\]

(5)

where \( F_m \) s are the Fourier’s coefficients given by:

\[
F_m = \frac{\varepsilon_m}{2\pi} \int_0^{2\pi} F(\theta) \cos (m\theta) d\theta,
\]

(6)

in which \( \varepsilon_m \) is defined as one or two for \( m = 0 \) and \( m \neq 0 \), respectively.

Substituting functions \( F_0(\theta) \) and \( F(\theta) \) into Eq. (6) and considering the following well-known identity [30], we have:

\[
\int_0^{2\pi} \exp \left( jx \cos \theta \right) \cos (m\theta) d\theta = 2\pi j^m j_m(x).
\]

(7)

The Fourier’s coefficients of USAA and NSAA are respectively determined as follows:
\[ F_{m}^{\text{USAA}} = \varepsilon_m j^m \sum_{n=-N_0}^{N_0} I_n J_m(knd_0). \] (8)

\[ F_{m}^{\text{NSAA}} = \varepsilon_m j^m \sum_{n=-N}^{N} C_n J_m(kr_n) \]
\[ \approx \varepsilon_m j^m \sum_{n=-N}^{N} C_n J_m(knd) \]
\[ + \varepsilon_m j^m \sum_{n=-N}^{N} C_n kd J'_m(knd) e_n \]
\[ = \varepsilon_m j^m \sum_{n=-N}^{N} C_n J_m(knd) \]
\[ + \varepsilon_m j^m (kd) \sum_{n=-N}^{N} C_n \left( \frac{m J_m(knd)}{knd} \right) \]
\[ - J_{m+1}(knd) e_n. \] (9)

In Eq. (9), \( J'_m(x) \) is the derivative Bessel function and can be represented below [30]:
\[ J'_m(x) = \frac{\nu}{x} J_\nu(x) - J_{\nu+1}(x). \] (10)

In Fourier’s Coefficients Equating (FCE) method, the Fourier’s coefficients of NSAA are equated to those of USAA [22]. Therefore, Eqs. (8) and (9) must be equal to each other. This equating gives us the following equations:
\[ k_n d \sum_{n=-N}^{N} \left( \frac{m J_m(knd)}{knd} - J_{m+1}(knd) \right) e_n \]
\[ \approx \sum_{n=-N_0}^{N_0} I_n J_m(knd_0) - \sum_{n=-N}^{N} C_n J_m(knd). \] (11)

Eq. (11) holds for \( m = 0 \) to \( M \) which is the upper bound of \( m \) in truncated series in Eq. (5). The parameter \( M \) should be as large as possible. The minimum value of this parameter must be specified in the view of Eq. (8) so that the largest term in the \( M \)th coefficient can be less than the smallest term in the zero coefficient. It means that \( |J_M(kNd_0)| < |J_0(kNd_0)| \). One can see that this condition holds only when \( M > 1.3 k N d_0 \).

The solution obtained by Eq. (11) minimizes the following errors:
\[ \text{error}^2 = \frac{1}{M+1} \sum_{m=0}^{M} \left( F_m^{\text{NSAA}} - F_m^{\text{USAA}} \right)^2. \] (12)

\[ \text{error}^2 = \frac{1}{M+1} \int_0^\pi \left| F(\theta) - F_{\text{desired}}(\theta) \right|^2 d\theta. \] (13)

The error2 evaluates the similarity of synthesized patterns to the desired one and its integral can be calculated through discretization.

4. Finding the deviations of NSAA

Eq. (11) makes a linear set of equations consisting of \( M + 1 \) linear equations and \( 2N \) unknown variables \( C_n \) and \( e_n \); therefore, it would be represented as a matrix equation as follows:
\[ [Q]_{(M+1)\times 2N}[e]_{2N\times 1} = [P]_{(M+1)\times 1} L_0_{1\times 1}. \] (14)

The matrix equation (Eq. (14)) can be solved in two steps. In the first step, deviations are considered zero, i.e., \([e] = 0\), and excitations \( C_n \) are determined as follows:
\[ [C] = [P]^{-1}[P_0][I]. \] (15)

where \([P]^{-1}\) is the pseudo inverse of matrix \([P]\). In the second step, deviations are determined as follows:
\[ [e] = [Q]^{-1}([P_0][I] - [P][C]). \] (16)

where \([Q]^{-1}\) is the pseudo inverse of matrix \([Q]\).

It is worthy to note that since the matrices \([P]\), \([P]\), and \([Q]\) in Eqs. (15) and (16) are purely real, the deviations would be real if and only if the current excitations of USAA and \( J_m \) are being real. This condition is equivalent to that in which the pattern of USAA is being conjugately symmetric about \( \theta = 90^\circ \).

To increase the accuracy of approximations existing in Eq. (11), it is better to obtain unknown variables \( C_n \) and \( e_n \) in several iterations rather than in one iteration. For this purpose, one can use two above-mentioned steps several times alternately. Hence, the matrices \([P]\) and \([Q]\) must be changed in each iteration, accordingly. In the iteration number \( it \), the parameter \( n \) existing in the first and third terms of Eq. (11) must be replaced with \( n + \sum_{s=1}^{it-1} e_n^{(s)} \). Here, \( e_n^{(s)} \) is the obtained deviation in the iteration number \( s \). The final deviations would be the sum of all deviations obtained in all \( it \) iterations as follows:
\[ e_n = \sum_{s=1}^{it} e_n^{(s)}. \] (17)

5. Verifying FCE method

To verify the proposed FCE method to design NSAA, some examples are presented and discussed. They are Chebyshev, Taylor-Kaiser, raised linear, flat-top, and cosecant excitations.
1. Some Chebyshev Excitations. A reference USAA with \( L_0 = 21 \) elements and \( d_0 = 0.5\lambda \) having the Chebyshev pattern of \( SLL = -30 \) dB is available. Its array pattern is reconstructed through an NSAA with the reduced number of elements by the proposed FCE method. The reconstructed patterns are obtained in three steps. First, another USAA with \( L = 13 \) elements and \( d = 0.833\lambda \) is designed and its amplitudes are obtained. Second, the positions of the elements are changed. Then, these two steps are repeated until \( it = 30 \) iterations. Figure 2 compares these three obtained patterns with the reference one. It is seen that when both amplitudes and positions are changed alternately many times, the reconstructed pattern tends to the reference one.

Figure 3 depicts the magnitude of Fourier’s coefficients of reference pattern of USAA and reconstructed pattern of NSAA. There is good agreement between the two groups of Fourier’s coefficients. Since the pattern of USAA is symmetric about \( \theta = 90^o \), it repeats equally twice within the range \( \theta = [0^o - 180^o] \) and, therefore, the odd harmonics are zero.

Figure 4 shows the reconstructed pattern of NSAA with three different elements \( L = 11, 13, \) and \( 15 \). It is seen that only the pattern of \( L = 11 \) is far from the reference one. It is because the average distance between the elements is \( d = \lambda \), which is not less than \( \lambda \), contrary to Eq. (2).

Figure 5 illustrates the defined error2 versus the number of iterations, \( it \), for some SLLs and \( L = 11 \) and 15 (four first curves). It is seen that as the number of iterations, \( it \), and the number of elements, \( L \), increase, the error2 decreases. One can see that the variation type of the defined error1 is similar to the defined error2. Therefore, one may find the same optimum \( it \) from both defined error1 and error2.

Figure 6 shows the reconstructed patterns of NSAA with \( L = 13 \) elements for four SLLs equal to \(-20, -30, -40, \) and \(-50 \) dB. It is seen that as SLL decreases, the difference of the reconstructed pattern from the reference one increases slightly.

Figure 7 shows the excitation currents of reference USAA and reconstructed NSAA with \( L = 11, 13, \) and \( 15 \) elements for \( SLL = -30 \) dB. In addition, Figure 8 shows the position deviations of reconstructed NSAA with \( L = 11, 13, \) and \( 15 \) elements for \( SLL = -30, -40, \) and \(-50 \) dB. All deviations are real and their imaginary parts are exactly zero.

![Figure 2](image1.png)  
**Figure 2.** Reference pattern and reconstructed patterns of NSAA with \( L = 13 \) elements for Chebyshev excitation of \( SLL = -30 \) dB.

![Figure 3](image2.png)  
**Figure 3.** The magnitude of Fourier’s coefficients of patterns of USAA and NSAA with \( L = 13 \) for Chebyshev pattern of \( SLL = -30 \) dB.

![Figure 4](image3.png)  
**Figure 4.** Reference pattern and reconstructed patterns of NSAA with \( L = 11, 13 \) and 15 elements for Chebyshev excitation of \( SLL = -30 \) dB.

![Figure 5](image4.png)  
**Figure 5.** Defined error2 versus the number of iteration, \( it \), for examples 1 and 2.
Figure 6. Patterns of reconstructed NSAAs with $L = 13$ elements for Chebyshev excitation of SLL = $-20$, $-30$, $-40$ and $-50$ dB.

Figure 7. Excitation currents of reference USAA and reconstructed NSAAs for SLL = $-30$ dB.

Figure 8. Deviations of reconstructed NSAAs for Chebyshev patterns.

To verify the efficiency of FCE method for electrically large arrays, a USAA with $L_0 = 241$ elements and $d_0 = 0.5\lambda$ having Chebyshev pattern of SLL = $-30$ dB and HPBW = $0.5^\circ$ is considered. The pattern of this array is reconstructed using an NSAA with the minimum number of elements, i.e., $L = 125$ and $d = 0.97\lambda$, by the proposed FCE method. Figure 5 depicts the defined error2 versus it. Figure 9 compares the reconstructed pattern obtained by it = 100 iteration with the reference one. There is good agreement between the two patterns, in particular their SLL and HPBW.

Table 1. Comparison of elements excitations and positions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>0</td>
<td>1.0000</td>
<td>0</td>
</tr>
<tr>
<td>0.9786</td>
<td>0.8831</td>
<td>0.9786</td>
<td>0.8822</td>
</tr>
<tr>
<td>0.9163</td>
<td>1.7652</td>
<td>0.9163</td>
<td>1.7634</td>
</tr>
<tr>
<td>0.8190</td>
<td>2.6451</td>
<td>0.8190</td>
<td>2.6422</td>
</tr>
<tr>
<td>0.6955</td>
<td>3.5211</td>
<td>0.6956</td>
<td>3.5169</td>
</tr>
<tr>
<td>0.5665</td>
<td>4.3905</td>
<td>0.5568</td>
<td>4.3850</td>
</tr>
<tr>
<td>0.4137</td>
<td>5.2485</td>
<td>0.4144</td>
<td>5.2417</td>
</tr>
<tr>
<td>0.2778</td>
<td>6.0842</td>
<td>0.2791</td>
<td>6.0768</td>
</tr>
<tr>
<td>0.1570</td>
<td>6.8661</td>
<td>0.1587</td>
<td>6.8603</td>
</tr>
</tbody>
</table>

2. Taylor-Kaiser excitation. A USAA with $L_0 = 29$ elements and $d_0 = 0.5\lambda$ having Taylor-Kaiser pattern with SLL = $-25$ dB was reported in [21]. This array is reconstructed with $L = 17$ elements by both matrix pencil [24,25] and the proposed FCE methods. Figure 5 depicts defined error2 versus it. Figure 10 compares the reconstructed pattern obtained by it = 30 iteration with the reference one. Table 1 indicates both excitation currents and positions of the elements obtained by FCE and matrix pencil method [24,25]. It confirms that the excitations and positions of elements found from
Figure 11. Excitation currents of reference USAA and excitation currents and deviations of reconstructed NSAA for raised linear.

Figure 12. Defined error2 versus the number of iteration, \( n \), for examples 3, 4 and 5.

Figure 13. Amplitude of reference pattern and reconstructed patterns for raised linear excitation.

Figure 14. Phases of reference pattern and reconstructed patterns for raised linear excitation.

Figure 15. Reference pattern and reconstructed patterns for flat-top pattern.

The FCE method are close to those found through other methods.

3. Raised linear excitation. As a classic example, consider a reference USAA with \( L_0 = 21 \) elements and \( d_0 = 0.5\lambda \) having a raised linear excitation with max/min = 2, as shown in Figure 11. This excitation is asymmetric, but real; therefore, the resulting pattern would be conjugately symmetric. This array is reconstructed with \( L = 13 \) elements by FCE method. Figure 12 depicts defined error2 versus \( n \). Figures 13 and 14 compare the amplitude and phase of the reconstructed pattern obtained by \( n \) = 30 iterations with those of the reference one. The agreement between the two patterns is quite clear. Figure 11 shows the excitation currents of reference USAA and reconstructed NSAA as well as the position deviations of the reconstructed NSAA.

4. Flat-top pattern. Consider a reference USAA with \( L_0 = 21 \) elements and \( d_0 = 0.5\lambda \) having a shaped beam, which is a symmetric flat-top beam characterized by \( \theta = 73.4^\circ \) to \( \theta = 106.6^\circ \). The reference pattern was synthesized using sampling method [1] considering \( F(73.4^\circ) = F(106.6^\circ) = 0.5F(90^\circ) \). The excitations of this array are real, but are both positive and negative. This array is reconstructed with \( L = 13 \) elements by the FCE method. Figure 12 depicts defined error2 versus \( n \). It is seen that the best number of iterations is \( n \) = 50. Figure 15 compares the reconstructed pattern obtained by \( n \) = 50 iterations with the reference one. There is some difference out of the flat-top region. Figure 16 shows the excitation currents of reference USAA and reconstructed NSAA as well as the position deviations of reconstructed NSAA.

5. Cosecant pattern. Consider a reference USAA with \( L_0 = 21 \) elements and \( d_0 = 0.5\lambda \) having a shaped beam, which is cosecant beam, i.e., proportional
to \(1/\sin(\pi/2 - \theta)\), characterized by \(\theta = 48.2^\circ\) to \(\theta = 84.5^\circ\). The reference pattern was synthesized using sampling method [1] considering \(F(90^\circ) = 0.6F(84.5^\circ)\).

Unlike the previous examples, the excitations of this array are not real, but are complex because their corresponding pattern is asymmetric about \(\theta = 90^\circ\). Hence, the deviations obtained from Eq. (16) could be complex and we have to keep its real part and ignore its imaginary ones. This somewhat attenuates the agreement between the reconstructed and reference patterns.

The pattern of this array is reconstructed with \(L = 13\) elements by FCE method. Figure 12 depicts defined error2 versus \(it\). It is seen that the best number of iterations is \(it = 3\). Figure 17 compares the reconstructed pattern obtained by \(it = 3\) iterations with the reference one. There is some difference out of the cosecant region. Figures 18 and 19 show the amplitude and phase of excitation currents of reference USAA and reconstructed NSAA, respectively. Moreover, Figure 18 shows the real part of the position deviations of reconstructed NSAA.

Figure 20 depicts the magnitude of Fourier’s coefficients of the reference pattern of USAA and reconstructed pattern of NSAA. There is relatively good agreement between the two groups of Fourier’s coefficients, despite ignoring the imaginary part of deviations. Since the pattern of USAA is asymmetric about \(\theta = 90^\circ\), both odd and even harmonics are non-zero.

6. Conclusion

Fourier’s Coefficients Equating (FCE) method was employed to design NSAAs so that their elements could be
fewer than those of USAAs. The Fourier’s coefficients of array factors of USAAs were equated to those of USAAs to obtain both the excitations and positions of their elements. The FCE method and an iteration approach were linked to each other so that the accuracy could be raised. Five types of array factors were given to demonstrate the effectiveness of the presented method. They were Chebyshev, Taylor-Kaisor, raised linear, flat-top, and cosecant. As a whole, the array factors of designed USAA have good agreement with the desired ones as long as the average distance between the elements is less than a wavelength.
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