Placement of electric vehicle charging station and solar distributed generation in distribution system considering uncertainties
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Abstract. The use of Electric Vehicle (EV) to the transport section is increasing and replacing the conventional fossil fuel-based vehicles. Still, EV has not received success due to some limitations such as cost of the vehicle, battery capacity, and availability of charging stations. The availability of charging station depends on its geographical location. At the same time, location of the electrical network affects the energy loss and voltage deviation. Therefore, the test system considered here is a road network of the urban area overlapped with a 33-bus radial network. Allocation of EV charging stations and photovoltaic energy resources as renewable distributed generation was attempted simultaneously using 2-layer optimization. Differential Evolution and Harris Hawks Optimization (HHO) are the two tools that were used to solve the problem and the final results were validated using eight other established optimization techniques. 2m point estimation method was employed to deal with uncertainties in EV and PV. Monte-Carlo simulation was applied to cross verify the performance. The land cost and customer accessibility to charging stations were taken into account to allocate it to proper places. The entire study was performed based on the 24-hour dynamically varying EV flows and PV outputs.
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1. Introduction

The transport sector devours 65% of global oil production and contributes 24% to total CO\textsubscript{2} emissions in the world [1]. The Electric Vehicle (EV) is one of the arsenals to encounter air pollution and the crisis of fossil fuels. Due to incremental fuel price, EV is acquiring rapid attention to the public with the support of government’s policies, incentive, and developed technologies. In urban cities, EVs are becoming more popular and a significant number of EVs are going to penetrate into power system to charge the batteries inside it. However, EV may not be a solution to environmental pollution and mitigation of fossil fuel crisis, if it gets charged by conventional power sources. Increased power demand due to EV charging would be a cause of more fossil fuel consumption and excess pollution, as thermal/gas based power generations contribute maximum to electricity production [2]. Intensity of this problem can be minimized by incorporating renewable-based Distributed Generation (DG) in the distribution network.

The introduction of numerous EVs to a power
system distribution network is a challenging task for system planning engineers due to high power demand. The locations of the Electric Vehicle Charging Station (EVCS) play a vital role in EV charging. Proper locations help keep energy loss to a minimum with nominal voltage deviation. The land cost associated with Charging Station (CS) installation depends on the location. Unplanned EVCS placement makes the planning unrealistic and, also, renders distribution network weak due to the violation of voltage and current limit. At the same time, road network largely affects the optimal locations of EVCS. Therefore, the distribution network, as well as road network, should be taken into the consideration for proper allocation of EVCSs. A remarkable attribute associated with EVCS is the uncertainty in EVs’ arrival time and uncertain amount of energy requirement by EVs.

Increment in the number of EV is noticeable mostly in the urban area. Cui et al. [3] placed the EVCSs in distribution systems considering different practical constraints related to an urban area. CSs were allocated to the highways of Guwahati city by considering multiple objectives and different soft-computing techniques in [4]. A new approach was presented in [5] for the allocation of CSs in urban areas. Optimal locations of the EVCS were executed in [6] for a geographical location. In [7], EVCSs were placed in the map of London and those in [8,9] were for central Ohio region. The optimal locations and sizes of the CS were decided in the geographical map of Stockholm, Sweden in [10]. In the road map of U.S., fast-charging stations were placed in [11]. Several optimization techniques were used in [12] to determine the locations of EVCS considering the charging demand in an area. A technique was proposed in [13] to estimate the number of required EVCSs and its location in a road network. In [14,15], the optimal locations of EVCS were planned in the map of Beijing. Criteria-based site selection was done in [16]. An analysis was presented in [17] to locate EVCSs in the Google map of Hong Kong considering district-wise population density. In this manner, these referenced notable studies [18–26] are determined EVCS locations in different road networks or city’s map.

Battery swapping is a strategy to solve the time-consuming EV charging process, but needs to bear high investment cost. At the Battery Swapping Station (BSS), a fully-charged battery is exchanged with an empty battery. An optimal coordination among charging, discharging, and swapping of the battery in BSS was presented in [27]. The parking lot is another place where EVs are generally parked for a long time with Grid-to-Vehicle (G2V) and Vehicle-to-Grid (V2G) facilities. The V2G facility provides incentives into the vehicle owner by selling energy to the grid at peak hours. System frequency was regulated using V2G in [28]. Demand side management was performed in [29] considering EV aggregators. The optimal size of a grid-connected PV allied with EV parking lot was designed using Particle Swarm Optimization (PSO) [30]. In [31], placement of EVCSs/BSSs was executed on modified IEEE 15-bus and 43-bus networks. In [32], a parking lot was allocated to a 9-bus test distribution system. In [33,34], CS was allocated along with DG. Places and sizes of CS were determined in [35]. In [36], DG and parking lots were placed in an optimal location in the distribution network to minimize the power loss. Authors in [37–40] allocated CS optimally to a distribution network.

In [41], the EVCSs were placed in the distribution network of Allahabad city via hybrid optimization based on installation cost and power quality. Two-layer optimization was utilized in [42] to allocate CSs in a 33-bus radial distribution system. The first layer is for cost minimization of charging/discharging, and the second layer is for reactive power management. In [43], demand response was considered in planning of the CSs. EVCSs were installed optimally in the IEEE 123 distribution system in [44] to minimize different costs associated with CS, such as investment, operation, and maintenance, as well as power loss. Costs were minimized by this study [45] through appropriate locations and sizes of EVCS. CS setup was found optimally in [46] by various cost minimization. Sadeghi Barzani et al. [47] minimized the total cost to supply the charging demand of EVs by allocating the EVCS. Cost minimization was also taken in [48,49] to allocate CSs. In [50,51], road network overlapped with distribution systems to allocate CSs using soft-computing techniques. The maximum EVs were served in [50] and the power loss and voltage deviation were minimized. Zhang [51] located the CSs at optimal locations in Beijing by minimizing power loss and cost. In [52], the capacity of the V2G supported CS was optimized in the IEEE 54 distribution system. Optimal scheduling of G2V and V2G was performed and CS’s locations were determined in [53]. The battery energy storages were considered along with EV and EVCS in [54–57]. Researchers in [58–60] employed various optimization techniques to plan the CS and distributed renewable generation by minimizing the power loss, cost, etc.

The EV flow and charging demand are uncertain attributes for this work. Markov chain, fuzzy technique, K-means, Monte-Carlo Simulation (MCS), and Point Estimation Method (PEM) are some available techniques for uncertainty modeling. Markov chain modeling tool was utilized in [61] to model the daily usage of CS. Bidding for V2G was performed in [62] considering uncertainties related to vehicle mobility using a proposed algorithm based on fuzzy linear programming. The EV flow uncertainties were considered.
in [63] using average approximation to place CS in the map of Columbus. Locations of EVCS were determined in a transportation network by handling uncertainties using artificial immune algorithm in [35]. A new stochastic method was proposed in [64] to consider uncertainties of EV in a parking lot. Different sets of situations were created based on historical data using K-means clustering in [33] to deal with uncertainties of DG and EV for smart CS in a microgrid. Distribution system was expanded in the presence of EVCS using chance constraints for uncertainties in [65]. The uncertainties of EV were dealt with in [66] for demand response program in the parking lot. An algorithm based on Monte Carlo was developed in [49] to capture the uncertain driving pattern to allocate CS with low costs in a geographical map. MCS was employed in [67,68] to handle the uncertainties of Plug-in Hybrid Electric Vehicle (PHEV). However, most of these techniques are subject to drawbacks including high computational time and complexity in terms of handling a large number of uncertain variables’ long calculation time for MCS, and difficulty in predicting K-value in K-mean algorithm and complexity in chance constraints [69]. The 2m Point Estimation Method (2m PEM) is advantageous in modeling uncertainties in a simple way with shorter computational time and high accuracy [70]. The modeling of uncertainties was achieved in [70] using 2m PEM for uncertain PV power output. This method has not been applied yet to EVCS planning in the available literature.

A summary of the research gap is identified from the literature and new factors considered in this paper are presented below:

i) Research articles on CS allocation are not sufficient for practical implementation. Most of the research works are on placement either from the electrical background where EVCS has been placed in the power system network or from the transportation department where EVCS has been allocated in the map/road network. In this work, EVCSs are allocated to a distribution network considering different weightage scores of the locations. The weightage scores are determined based on market area, road junctions, and household area in the road network where EV density is higher. The proposed work targets a 33-node radial distribution test system overlaid with a traffic system;

ii) Much of the literature has considered either EVCS cost or electrical parameters (power loss and voltage deviance). However, the allocation problem will be realistic as many influencing factors are considered. Therefore, in this work, the weightage of the locations and land cost have been taken along with electrical parameters to get more realistic result. Land cost has been minimized to reduce the investment cost for EVCS, while weightage has been maximized to place the EVCS where much more traffic is attracted and is able to serve the maximum number of vehicles. Moreover, renewable-based DGs have been allocated in this work along with EVCSs to reduce energy loss and to improve the voltage profile;

iii) To the best of authors’ knowledge, only few published papers [50,51] are available where road and electrical network both have been considered. However, in both of these research papers, uncertainty has not been taken into consideration. Whereas EV flows, distances travelled by vehicles, energy requirement of each EV, and arrival time of EVs are uncertain. In this paper, possible uncertainties associated with the EV and PV power output are considered in problem formulation to make this work more realistic. The most suitable uncertainty handling tool, namely 2m PEM [70,71], is adopted to deal with uncertainties in a better manner with different probable scenarios. The final solution is cross verified with MCS [69] and real data to check the performances;

iv) EV flow is a 24-hour event that has not been taken by many of the research studies. If minimization of power loss has been taken as an objective, the optimal location of EVCS may change following the variation of the time slot, because power loss depends on the load and the load at EVCS changes over time due to different arrival and departure times of EVs. In this work, 24-hour slots are taken for appropriate load variation at CS and generation variation of PV. Therefore, minimization of energy loss, rather than power loss minimization, is considered to be one of the objectives of the problem formulation;

v) Simultaneous allocation of EVCS and solar DG is designed in 2-layer optimization and solved by soft-computing techniques. However, uncertainties create a massive computational load and consume a huge amount of time to solve the problem. Differential Evolution (DE) [72] can solve the optimization problem in a shorter amount of time for convergence [73]. Therefore, DE has been employed for this problem. Moreover, a recent optimization technique, Harris Hawks Optimization (HHO), has also been implemented to verify the optimal solutions obtained from DE. It was established in [74] that HHO performed better than other well-known optimization techniques. It is obvious that soft computing techniques take much more time. Though, HHO has been selected since the solution to the present problem is not real time; rather, it is a pre-decided solution.
The final results are validated using different benchmarked optimization techniques, which are Genetic Algorithm (GA), PSO, Grey Wolf Optimizer (GWO), Biogeography-Based Optimization (BBO), Symbiotic Organisms Search (SOS), Honey Bee Colony (HBC), Backtracking Search Optimization Algorithm (BSA), and Henry Gas Solubility Optimization (HGSO).

The above factors and solution methodologies are considered in this research work to make the problem practical and achieve robust solutions. The remaining part of the paper is organized as follows. Section 2 presents the problem formulation with objective functions and constraints. Section 3 proposes the solution methods, i.e., 2m PEM, 2-layer optimization, and procedure to obtain the best non-dominated result. Section 4 mentions input data for this work and shows the simulation results of different case studies with discussion. Section 5 concludes the paper.

2. Problem formulation

In Subsection 2.1, formulations of the four initial objectives are shown. Subsection 2.2 presents all the constraints for this problem. The objectives depend on deterministic variables as well as scholastic variables. The deterministic variables, i.e., locations of the EVCSs and solar DG, need to be decided optimally and the values of uncertain variables are to be taken following the distribution function. Subsection 2.3 shows the use of uncertain variables in the problem formulation. The final objective functions are given in Section 3 using 2m PEM method to deal with the uncertainties via the assessment of different probable scenarios.

2.1. Objectives of the work

2.1.1. Objective 1

Minimization of energy loss is considered as Objective 1, which can be expressed as follows:

$$f_1 = \text{Loss} = \sum_{t=1}^{24} P_{\text{loss}}^{(t)} \times \Delta t,$$

where $P_{\text{loss}}^{(t)}$ is the total active power loss of the system at the $t$th hour, $\Delta t$ is the time duration of hour 1:

$$P_{\text{loss}}^{(t)} = \sum_{br=1}^{N_{br}} \left( I_{br}^{(t)} \right)^2 \times R_{br},$$

where $I_{br}^{(t)}$ is current in the $br$th branch at the $t$th hour, $R_{br}$ is the resistance of the $br$th branch, and $N_{br}$ is the total branch present in the network.

2.1.2. Objective 2

Minimization of 24-hour voltage deviation is taken as Objective 2. The 24-hour voltage deviation of the distribution network is obtained by:

$$f_2 = Vd = \sum_{t=1}^{24} Vd^{(t)},$$

where $Vd$ is the total voltage deviation for 24 hours and $Vd^{(t)}$ is voltage deviation at the $t$th time as follows:

$$Vd^{(t)} = \sum_{bu=1}^{N_{bu}} ab \left( 1 - V_{bu}^{(t)} \right),$$

where $V_{bu}^{(t)}$ is voltage at the $bu$th bus at the $t$th hour and $N_{bu}$ is the total number of buses in the distribution network.

To calculate the output different parameters such as voltages and currents, the backward-forward sweep loadflow was performed.

2.1.3. Objective 3

Market area, house hold area, and road junctions are the vital places where EV density is high. The importance of these locations is indicated by weightages [75]. Here, the objective is maximization of weightage to provide EV charging services to maximum users:

$$f_3 = W = \sum_{S=1}^{N_1} \alpha,$$

where $\alpha = 0$, if $S \notin \text{locations of the CS}$;

$$\alpha = w_S, \quad \text{if } S \in \text{locations of the CS},$$

where $W$ is the summation of weightages of all the locations where the EVSCs are to be placed, $w_S$ is the weightage of the location of the $S$th EVCS, and $N_1$ is the total number of locations.

2.1.4. Objective 4

The land cost is a significant aspect for the setting up EVCS in an urban area. Few places that are vital for CS may be quite costly, being the reason why land cost minimization was considered as Objective 4 to reduce the overall investment:

$$f_4 = C = \sum_{S=1}^{N_1} \beta,$$

where $\beta = 0$, if $S \notin \text{locations of the CS}$;

$$\beta = c_S, \quad \text{if } S \in \text{locations of the CS},$$

where $C$ is the total land cost of all the EVCSs and $c_S$ is the land cost of the $S$th location.

2.2. Constraints

Constraints for distribution network are as follows:

* Power balance constraint: The supplied power
should be equal to the loads and losses. This constraint is applicable to active and reactive powers and is calculated by Eqs. (7) to (9), shown in Box I, where $P_{gb}$ and $Q_{gb}$ are the active and reactive power generation of bus $b$; $P_{ib}$ is active power demand; and $Q_{ib}$ is reactive power demand of the $b$th bus. $P_{ib}$ value is calculated using Eq. (22) and replaced by $P_{ib}$ during the placement of the EVCS. From Eq. (25), $P_{w_{po}}$ will be added in Eq. (7) as negative load during DG placement. $Y_{h, bu}$ is the element of the admittance matrix, where $y_{h, bu}$ is the branch admittance between $b$th and $bu$th buses. $V_b$ and $V_{bu}$ are voltages at buses $b$ and $bu$, respectively. $\delta_b$ is the phase angle of voltage at the $b$th bus and $\delta_{bu}$ is the phase angle of voltage at the $bu$th bus. $\theta_{h, bu}$ is the angle of $y_{h, bu}$ when represented in polar form.

- **Voltage limit constraint**: The voltage constraint is taken to keep the bus voltages within permissible limits:

  \[ V_{\text{min}} \leq V_{bu} \leq V_{\text{max}}, \quad bu = 1, 2, \ldots, N_{bu}. \]  

- **Thermal limit constraint**: The thermal limit of the branch should be less than the upper bound as represented below:

  \[ |S_{br}| \leq |S_{br}^{\text{max}}|, \quad br = 1, 2, \ldots, N_{br}, \]  

  where $S_{br}$ is apparent power of branch $br$ and $S_{br}^{\text{max}}$ is the highest allowable apparent power of branch $br$.

- **Branch current limit constraint**: Branches are having some maximum capacity to carry the current. To restrict it within the maximum limit, the constraint is imposed as follows:

  \[ |I_{br}| \leq I_{br}^{\text{max}}, \quad br = 1, 2, \ldots, N_{br}, \]  

  where $I_{br}$ is the branch current of the $br$th line and $I_{br}^{\text{max}}$ is the maximum allowable current limit through the $br$th line.

- **Short circuit constraint**: Due to the presence of the DGs, the short-circuit constraint [76] has been taken into account:

  \[ SCL_{bu} \leq SCL_{bu}^{\text{max}}, \quad bu = 1, 2, \ldots, N_{bu}. \]  

  where $SCL_{bu}$ is the short-circuit level at the $bu$th bus and $SCL_{bu}^{\text{max}}$ is the maximum allowable short-circuit current. Short-circuit level can be calculated as follows [76].

Constraint for road network [75] is as follows:

- **Zone constraint**: The constraint has been considered for allocation of each EVCS in each zone in the urban area as follows:

  \[ S_i \in Z_i, \]  

  where $S_i$ is the $i$th EVCS and $Z_i$ is the $i$th zone.

Constraints for EVs and EVCSs [75] are as follows:

- **State Of Charge (SOC) constraint**: The permissible SOC levels of EV should be conserved to maintain good conditions of the battery, where the minimum level is 25% and maximum level is 90%:

  \[ 25\% \leq SOC \leq 90\%. \]  

- **Number of charging port constraint**:

  \[ N_{\text{port}} = \max \left( n_{G2V}^{(t)} + n_{V2G}^{(t)} \right), \quad t = 1, 2, \ldots, 24, \]  

  where $N_{\text{port}}$ is the quantity of charging ports at an EVCS: $n_{G2V}^{(t)}$ and $n_{V2G}^{(t)}$ are quantities of EV in G2V and V2G modes, respectively, at the $t$th time. Queue of EVs at EVCS is not desirable. Thus, the quantity of ports is equal to maximum EV present at an EVCS.

\[
\begin{align*}
  P_{gb} - P_{ib} - |V_{bu}| \frac{N_{bu}}{b} \sum_{b=1}^{N_{bu}} |Y_{h, bu}| |V_{bu}| \cos (\delta_b - \delta_{bu} - \theta_{h, bu}) &= 0, \quad b = 1, 2, \ldots, N_{bu}, \\
  Q_{gb} - Q_{ib} - |V_{bu}| \frac{N_{bu}}{b} \sum_{b=1}^{N_{bu}} |Y_{h, bu}| |V_{bu}| \sin (\delta_b - \delta_{bu} - \theta_{h, bu}) &= 0, \quad b = 1, 2, \ldots, N_{bu}, \\
  Y_{h, bu} &= \begin{cases} 
  -y_{h, bu}, & \text{if } b \neq bu \\
  (y_{h1} + y_{h2} + \cdots + y_{hN_{bu}}), & \text{if } b = bu \\
  0, & \text{if no branch between } b \text{ and } bu \text{ bus}
\end{cases}
\end{align*}
\]
2.3. Calculation with uncertain variables

Uncertain variables associated with EV and DG affect the parameters of the above-mentioned equations of electrical system, because uncertain variables of EV and DG create uncertain loads at EVCS as well as uncertain generations from solar DGs.

2.3.1. Reflection of uncertain variables related to EV

The following parameters are considered as uncertain for all EVs:

i) Arrival SOC;
ii) Arrival time;
iii) Each trip distance;
iv) Daily mileage.

Energy demand by the EVs and departure time of the EVs are calculated using the above-mentioned uncertain variables. Table 1 presents the distributions followed by the above-mentioned uncertain variables and their mean, Standard Deviation (SD), and maximum and minimum values.

Energy demand (kWh) by the EV can be calculated as follows [77]:

\[
Req_v^{eng} = \begin{cases} \frac{(Req_v^{soc} \times Bc_v)}{\eta_ch}, & \text{if } G2V \text{ mode} \\ (Req_v^{soc} \times Bc_v) \times \eta_{dis}, & \text{if } V2G \text{ mode} \end{cases} 
\]  

where \(Req_v^{soc}\), \(Req_v^{eng}\), and \(Bc_v\) indicate required SOC in percentage, required energy in kWh, and battery capacity in kWh of the \(v\)th vehicle, respectively. \(\eta_{ch}\) and \(\eta_{dis}\) are charging and discharging efficiency rates that have been considered 95% and 90% respectively. \(Req_v^{soc}\) is calculated in percentage [77] as follows:

\[
Req_v^{soc} = \begin{cases} 1 - A_v^{soc}, & \text{if } D_v^{soc} > 1 \\ D_v^{soc} - A_v^{soc}, & \text{if } A_v^{soc} < D_v^{soc} < 1 \\ 0, & \text{if } A_v^{soc} = D_v^{soc} \end{cases} 
\]  

where \(A_v^{soc}\) and \(D_v^{soc}\) are arrival SOC and departure SOC of the \(v\)th vehicle. Depending on uncertainties, EV operates in the V2G mode when arrival SOC is higher than the departure SOC. Arrival SOCs have been randomly created in line with the truncated distribution function [66,78]. Departure SOC [77] is expressed as:

\[
D_v^{soc} = (STD_v / AER_v) + 0.25, 
\]  

where \(AER_v\) is all-electric range of the \(v\)th vehicle. Minimum SOC limit has been set to 25% in this work. The subsequent trip distance of the \(v\)th EV [77] is represented by \(STD_v\), which can be obtained as follows:

\[
STD_v = dm_v - etd_v, 
\]  

where daily mileage is \(dm_v\) and each trip distance is \(etd_v\) of the \(v\)th EV, which are randomly created from the respective distribution functions. Load at an EVCS at the \(t\)th hour (Load \(^{(t)}\)) is calculated in kW as:

\[
Load^{(t)} = \sum_{v=1}^{n_{v^{(t)}}} C_r - \sum_{v=1}^{n_{v^{(t)}}} D_r, 
\]  

where \(C_r\) is the charging rate in the G2V mode and \(D_r\) is the discharging rate in the V2G mode.

As a final outcome, the entire load demand at the \(b\)th bus of the distribution network can be expressed as follows:

\[
P^{(t)}_{b^{(t)}} = \begin{cases} ExL_{b^{(t)}} + EvL_{b^{(t)}}, & \text{if } b^{(t)} \in \text{locations of the CS} \\ ExL_{b^{(t)}} + 0, & \text{if } b^{(t)} \notin \text{locations of the CS} \end{cases} 
\]  

where \(ExL_{b^{(t)}}\) is existing load at the \(b^{(t)}\)th node; \(EvL_{b^{(t)}}\) is the load for the EVCS if it is connected to the \(b^{(t)}\)th bus. \(EvL_{b^{(t)}}\) is zero if there is no EV at the \(t\)th hour. \(P^{(t)}_{b^{(t)}}\) is deducted from the total load in Eq. (7).

Departure time (\(D_{v^{(time)}}\)) of the \(v\)th vehicle is determined as follows:

\[
D_{v^{(time)}} = A_{v^{(time)}} + Req_{v^{(time)}}, 
\]  

where \(Req_{v^{(time)}}\) is the required time for the \(v\)th EV to attain its desired SOC level, \(A_{v^{(time)}}\) is the arrival time of the \(v\)th vehicle at CS. Required time for G2V (charging) or V2G (discharging) is obtained as follows:

\[
Req_{v^{(time)}} = \begin{cases} \frac{Req_{v^{eng}}}{C_r}, & \text{if } G2V \\ abs(\frac{Req_{v^{eng}}}{C_r} / D_r), & \text{if } V2G \end{cases} 
\]  


<table>
<thead>
<tr>
<th>Uncertain factor</th>
<th>Unit</th>
<th>Distribution</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival time</td>
<td>Hour</td>
<td>Truncated Gaussian [66]</td>
<td>12</td>
<td>4</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>Arrival SOC</td>
<td>%</td>
<td>Truncated Gaussian [66,77]</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>90</td>
</tr>
<tr>
<td>Daily mileage</td>
<td>km</td>
<td>Normal [78]</td>
<td>55</td>
<td>10</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Each trip distance</td>
<td>km</td>
<td>Normal [78]</td>
<td>19.25</td>
<td>7.95</td>
<td>0</td>
<td>—</td>
</tr>
</tbody>
</table>
2.3.2. Reflection of uncertain variables related to solar DG

The main stochastic variable for PV is solar irradiance (kW/m²). PV cell temperature is also uncertain, but it depends on irradiance only. PV power output at the \( t \)th hour (\( P_{w_{P}^{t}} \)) will be added to Eq. (7) as a negative load and it can be expressed as [79]:

\[
P_{w_{P}^{t}} = P_{w_{Pv,ir}^{t}} + P_{w_{P}^{t}}.
\]

where \( P_{w_{Pv,ir}^{t}} \) is the 24-hour variation of solar irradiance in p.u., as can be seen in [79]. Therefore, at the end-point PV, power output (\( P_{w_{P}^{t}} \)) is uncertain calculated from solar irradiance [80] by:

\[
P_{w_{P}^{t}} = N_{p} \times F_{j} \times V_{ir} \times I_{ir},
\]

where \( N_{p} \) is the total number of PV modules \( F_{j} \) is the fill factor that can be presented as follows:

\[
F_{j} = \frac{V_{mp}}{V_{oc} \times I_{sc}},
\]

\[
V_{ir} = V_{oc} - C_{v} \times t_{cell},
\]

\[
I_{ir} = ir_{avg} \times \left\{ I_{ac} + C_{i} \left( t_{cell} - 25 \right) \right\},
\]

\[
t_{cell} = t_{amb} + \left( \frac{ir_{avg} \times \left( t_{nom} - 20 \right)}{0.8} \right),
\]

where \( V_{mp} \) and \( I_{mp} \) are maximum power point voltage and current, respectively. \( V_{oc} \) and \( I_{sc} \) are open-circuit voltage and short-circuit current, respectively. \( ir_{avg} \) is the average solar irradiance and \( t_{cell} \) is the cell temperature in °C. \( C_{v} \) and \( C_{i} \) are voltage and current temperature coefficient, respectively. \( t_{nom} \) is the nominal operating temperature of PV cell and \( t_{amb} \) is ambient temperature. The solar irradiance follows beta distribution [80], which can be demonstrated as follows:

\[
\begin{align*}
f_{ir}(ir) = & \left\{ \begin{array}{ll}
\frac{\Gamma(\alpha_{ir}, \beta_{ir})}{\Gamma(\alpha_{ir}, \beta_{ir})} \times ir^{\alpha_{ir} - 1} \times (1 - ir)^{\beta_{ir} - 1}, & 0 \leq ir \leq 1; \quad \alpha_{ir} \geq 0; \quad \beta_{ir} \geq 0 \\
0, & \text{else}
\end{array} \right.
\end{align*}
\]

where \( \alpha_{ir} \) and \( \beta_{ir} \) are beta shape parameters. \( \mu_{ir} \) and \( \sigma_{ir} \) are the mean and SD of solar irradiance, respectively, as determined below:

\[
\begin{align*}
\mu_{ir} &= \frac{\alpha_{ir}}{\alpha_{ir} + \beta_{ir}}, \\
\sigma_{ir} &= \sqrt{\frac{\mu_{ir}(1 + \mu_{ir})}{(\alpha_{ir} + \beta_{ir})}}.
\end{align*}
\]

3. Solution methodology

The locations of EVCS and DG on the distribution network affect power loss and voltage. Moreover, locations on the road network decide the land cost and weightage. Therefore, all the four objectives depend on the same decision variables which are the locations of the EVCS and DG. The solution of the proposed formulation has been achieved in two different layers. Allocation of the EVCS is modeled in the upper layer and DG in the lower layer of the optimization. The modified objective functions (\( f_{11}, f_{22}, f_{33}, f_{44} \)) are formulated in Subsection 3.4 from the four objectives mentioned in Subsection 2.1.

In the case of applying optimization with an individual single objective, some other remaining objectives may move toward the worst direction. Therefore, individual optimization of these four objectives may represent a suitable solution in a practical scenario. This scenario is dependent on the priority of the network administrator and system planning engineer and their protocol. One may give importance to either energy loss, cost, or energy loss and cost simultaneously in a compromising manner to solve the problem or some distribution company may not allow voltage deviation. For this reason, a combination of several objectives needs to be met instead of a single objective.

3.1. Normalization of the objective function

In case of multiple objectives, the values of the individual objective function should be normalized to adjust them, so that none of the objective function dominate the other during the process of optimization. This is because of the reason that four objectives are not having the same unit. In this work, normalization has been done after modification of the objective functions. The normalization of the objective function can be expressed as follows:

\[
f_{ii}^{\text{min}} = \begin{cases} 
\frac{f_{ii} - f_{ii}^{\text{min}}}{f_{ii}^{\text{max}} - f_{ii}^{\text{min}}}, & \text{if } f_{ii} \text{ to be minimized} \\
\frac{f_{ii}^{\text{max}} - f_{ii}}{f_{ii}^{\text{max}} - f_{ii}^{\text{min}}}, & \text{if } f_{ii} \text{ to be maximized}
\end{cases}
\]

where \( f_{ii}^{\text{min}} \) is the normalized value and \( f_{ii} \) is the original value of the \( i \)th objective after applying the 2m PEM. \( f_{ii}^{\text{min}} \) is the minimum value, and \( f_{ii}^{\text{max}} \) is the maximum value of the modified \( i \)th objective.

3.2. Objective function for upper layer optimization

Four normalized modified objective functions were taken for EVCS allocation in the upper layer of optimization. The multi-objective problem was converted into a single-objective one (\( F_{1} \)). Four weights (\( \omega_{1}, \omega_{2}, \omega_{3}, \omega_{4} \)) were multiplied by \( f_{11}^{\text{min}}, f_{22}^{\text{min}}, f_{33}^{\text{min}}, f_{44}^{\text{min}} \), respectively. The single objective was formulated as follows:

\[
\min(F_{1}) = \min(\omega_{1} f_{11}^{\text{min}} + \omega_{2} f_{22}^{\text{min}} + \omega_{3} f_{33}^{\text{min}} + \omega_{4} f_{44}^{\text{min}}).
\]
In case an objective is optional according to the protocol/planning strategy, the corresponding part can be eliminated from Eq. (35).

### 3.3. Objective function for lower layer optimization

Two normalized modified objective functions of energy loss and voltage deviation were considered as the minimization problem for the solar DG allocation in the lower layer of the optimization. In this problem, a single-objective function was prepared with the normalized values \(f_{11}^{nm}, f_{22}^{nm}\) and weighting coefficients \(\omega_1, \omega_2\):

\[
\min(F_2) = \min(\omega_1 f_{11}^{nm} + \omega_2 f_{22}^{nm}).
\]

### 3.4. Application of 2m PEM

The uncertain variables need to be handled efficiently as mentioned in Subsection 2.3. The PEM is an effective statistical algorithm to handle multiple uncertainties. Hong’s 2m PEM [71] was employed in the current work. In this technique, the double number of sets of uncertain variables is generated. The initial objective functions are calculated for every set and the mean values are the modified objective functions that were taken into account in optimization. In this subsection, \(f_{11}\) and \(f_{22}\) changed based on the method mentioned in the previous line.

#### 3.4.1. Modification of objective function-1 [75]

Modified objective function 1 \((f_{11})\) is the mean of energy losses \(\mu_{\text{Eloss}}\) considering uncertainties. This is set to be a minimization problem:

\[
\min(f_{11}) = \min(\mu_{\text{Eloss}}),
\]

\[
\mu_{\text{Eloss}} = \text{Eloss}_1.
\]

SD of energy loss \((\sigma_{\text{Eloss}})\) is calculated by:

\[
\sigma_{\text{Eloss}} = \sqrt{(\text{Eloss}_2 - (\mu_{\text{Eloss}})^2)},
\]

where \(\text{Eloss}_1\) is the first moment and \(\text{Eloss}_2\) is the second moment of \(\text{Eloss}\). The moments can be evaluated via Eq. (40) as per 2m PEM technique:

\[
\text{Eloss}_h = \sum_{l=1}^{m} \sum_{p=1}^{n} \left( w_{l,p} \times (\text{Eloss}_{1,p})^h \right), \quad h = 1, 2,
\]

where \(\text{Eloss}_{1,p}\) is the \(h\)th moment of Objective 1; \(w_{l,p}\) provides two weighting factors by \(p_0 = 1, 2\); and \(m\) denotes the number of uncertain variables:

\[
w_{l,p} = \frac{(-1)^{p_0}}{m} \times \frac{\xi_{R_l,p} - \xi_{R_l,2}}{\xi_{R_l,1} - \xi_{R_l,2}}, \quad p_0 = 1, 2,
\]

where \(\xi_{R_l}\) is the standard location of \(R_l\).

\[
\text{Eloss}_{1,p} = f(D_v, \mu_{R_1}, \mu_{R_2}, \ldots, z_{i,p_0}, \ldots, \mu_{R_m}),
\]

\[
p_0 = 1, 2; \quad l = 1, 2, 3, \ldots, m,
\]

where \(D_v\) is a deterministic variable; \(\mu_{R_i}\) the mean of the \(i\)th uncertain variable; and \(z_{i,p}\) specified locations of the uncertain variable.

The PEM sets are presented in Eq. (43) shown in Box II, where \(D\) is the deterministic variable, and \(n\) is the number of deterministic variables. \(2 \times m\) sets were formed using dual locations \((p_0)\) and \(m\) loops. Energy loss (Eq. (1)) was assessed for every set and the same deterministic numbers. Locations of the EVCS and solar DG are deterministic variables in this work. Uncertain variables are generated using respective distribution functions:

\[
z_{i,p} = \mu_{R_i} + (\xi_{R_i,p} \times \sigma_{R_i}), \quad p_0 = 1, 2,
\]

where \(\sigma_{R_i}\) is the SD of the \(i\)th uncertain variable.

\[
\xi_{R_i,p} = \frac{\lambda_{R_i,a} - \frac{3\lambda_{R_i,a}^2}{4}}{2} + \frac{(-1)^{p_0}}{m} \sqrt{\frac{\lambda_{R_i,4} - \frac{3\lambda_{R_i,a}^2}{4}}{4}},
\]

\[
p_0 = 1, 2,
\]

where \(\xi_{R_i,p}\) is the \(p_0\)th standard location of \(R_i\); \(\lambda_{R_i,a}\)

---

**Box II**
represents the coefficient of skewness of $R_l$; and $\lambda_{R_l}$ is the coefficient of kurtosis of $R_l$.

$$\lambda_{R_l,k} = \frac{\mathbb{E} \left[ (R_l - \mu_{R_l})^k \right]}{(\sigma_{R_l})^k}, \quad k = 3, 4, \quad (46)$$

where $\mathbb{E}$ is the notation for expected value and $\mathbb{E} \left[ (R_l - \mu_{R_l})^k \right]$ can be calculated as follows:

$$\mathbb{E} \left[ (R_l - \mu_{R_l})^k \right] = \sum_{j=1}^{NO} (R_{l,j} - \mu_{R_l})^k \times \mathbb{P}(R_{l,j}), \quad k = 3, 4, \quad (47)$$

where $R_{l,j}$ is the $j$th random number from the distribution function based on the historical data; $NO$ is the observation number of $R_l$. $\mathbb{P}(R_{l,j})$ represents probability density. $R_l$ can be generated via Eq. (48) for the uncertain variable with normal distribution:

$$R_l = \mu_{uv} + (Z \times \sigma_{uv}), \quad l = 1, 2, 3, \ldots, m, \quad (48)$$

where $\mu_{uv}$ is the mean and $\sigma_{uv}$ is the SD of the uncertain variable ($uv$). $Z$ is the standard normal random variable. The probability density of $R_l$ is presented as follows:

$$\mathbb{P}(R_l) = \frac{e^{-[(R_l - \mu_{R_l})^2]/2 \times \sigma_{R_l}^2}}{\sqrt{2\pi \times \sigma_{R_l}^2}}. \quad (49)$$

### 3.4.2. Modification of Objective Function 2

Objective Function 2 ($f_{22}$) is to minimize the mean of voltage deviations ($\mu Vd$) considering the uncertainties. This objective is considered to maintain the minimum voltage deviation at each node. $\mu Vd$ can be formulated to be the same as $\mu Eloss$:

$$\min (f_{22}) = \min (\mu Vd), \quad (50)$$

$$\mu Vd = Vd_1. \quad (51)$$

SD of voltage deviation ($\sigma Vd$) is calculated by:

$$\sigma Vd = \sqrt{(Vd_2 - (Vd_1)^2)}, \quad (52)$$

where $Vd_1$ is the first moment and $Vd_2$ is the second moment of $Vd$ as follows:

$$Vd_k = \sum_{l=1}^{m} \sum_{p=1}^{2} \left( w_{l,p} \times (Vd_{l,p})^k \right), \quad h = 1, 2, \quad (53)$$

where $Vd_{h}$ is the $h$th moment of Objective 2. The total voltage deviation (Eq. (3)) was calculated for every uncertain set with fixed deterministic numbers following the procedure, as presented in Eq. (43). Thus, $Vd_{l,p}$ can be expressed as follows:

$$Vd_{l,p} = f(D_v, \mu_{R_l}, \mu_{R_l}, \ldots, \mu_{R_m}), \quad \mu_{R_m}, \quad (54)$$

### 3.4.3. Modification of Objective Functions 3 & 4

Objectives 3 (weightage) and 4 (cost) do not depend on the uncertainties but rather on only deterministic variables, i.e., locations of the EVCS in this work. The objective functions, $f_{33}$ and $f_{44}$, can be written as follows:

$$\max (f_{33}) = \max (f_3), \quad (55)$$

$$\min (f_{44}) = \min (f_4), \quad (56)$$

where weightage and cost were set as maximization and minimization problems, respectively.

### 3.5. 2-layer optimization to solve the proposed problem

2-layer optimization [81] was formed in this work to solve the problem of EVCS and DG allocation by DE and HHO techniques. The upper layer was formed with the EVCS allocation model including four objective functions (Eq. (35)). The lower layer was modeled for DG allocation with two objective functions (Eq. (36)). The optimization techniques adopted to solve the above-mentioned problems are presented below.

#### 3.5.1. Differential Evolution (DE) [72]

DE is an old optimization method based on evolutionary method. In 1997, Storn and Price developed DE [72]. The main steps can be explained below and additional methodologies were mentioned in [72]:

i. **Population creation**: Initialization of the deterministic variable can be performed by:

$$K_{ij} = K_{j}^{\text{min}} + \text{rand} \times (K_{j}^{\text{max}} - K_{j}^{\text{min}}), \quad \text{where:}$$

$$i = 1, 2, 3, \ldots, S_p; \quad j = 1, 2, 3, \ldots, D_n, \quad (57)$$

where $K_{ij}$ is the random decision variable; $S_p$ is the population size; $D_n$ is number of decision variable; $K_{j}^{\text{max}}$ is the maximum limit; and $K_{j}^{\text{min}}$ is the minimum limit.

ii. **Mutation with Strategy 1**: A mutated vector $M_{i}^{(Z)}$ is produced by mutation operator as follows:

$$M_{i}^{(Z)} = K_{m1}^{(Z)} + F \cdot \left( K_{m2}^{(Z)} - K_{m3}^{(Z)} \right), \quad (58)$$

where $m1$, $m2$, and $m3$ are random positions of $K$ vector. $F \in [0, 2]$ is the scaling factor.

iii. **Crossover**: A new trial vector $CO_{ij}^{(Z+1)}$ is produced by mixing the parent vector ($K_{ij}^{(Z)}$) with mutated vector $M_{i}^{(Z)}$ as follows:

$$CO_{ij}^{(Z+1)} = \begin{cases} M_{ij}^{(Z)}, & \text{if rand} \ j < CR \text{ or } j = q \\ K_{ij}^{(Z)}, & \text{otherwise} \end{cases} \quad (59)$$

$CR$ is the crossover rate $\in [0, 1]$, and $q$ is a random number $\in [0, D_n]$.
iv. **Selection:** The best vector between the trial vector and the updated parent vector is selected based on the objective function value as follows:

\[
K_i^{(Z+1)} = \begin{cases} 
CO_i^{(Z)}, & \text{if } f(CO_i^{(Z)}) \leq f(K_i^{(Z)}) \\
K_i^{(Z)}, & \text{otherwise}
\end{cases}
\]  

(60)

3.5.2. Harris Hawks Optimization (HHO) [74]

Mathematical model of Harris’ hawks hunting strategy is used in this technique, where Harris’ hawks chase the rabbit. The main steps are explained below and additional methodologies were mentioned in [74]:

i. **Population creation:** Initialization of the deterministic variables \((K_{ij})\) can be performed by:

\[
K_{ij} = K_{ij}^{\text{min}} + \text{rand} \times (K_{ij}^{\text{max}} - K_{ij}^{\text{min}}), \text{ where: }
\]

\[i = 1, 2, 3, \ldots, S_p; \quad j = 1, 2, 3, \ldots, D_n. \]  

(61)

Initialize the preliminary energy \((E_{n0})\) and jump strength \((J_s)\) as follows:

\[E_{n0} = 2 \times \text{rand}(-1, 1) - 1, \]  

(62)

\[J_s = 2 \times (1 - \text{rand}(0, 1)). \]  

(63)

ii. **Update part:** Update energy \((En)\) at every iteration using:

\[En = 2 \times E_{n0} \left(1 - \frac{t}{T}\right), \]  

(64)

where \(t\) is the present iteration and \(T\) is total iteration. The vector of decision variable \((K_{i}^{(Z+1)})\) is updated as follows:

- **Exploration phase (if \(|En| \geq 1\):**

\[
K_i^{(Z+1)} = \begin{cases} 
K_i^{(Z)} - m_1 \left| K_i^{(Z)} - m_2 \left| K_i^{(Z)} - 2m_2 K_i^{(Z)} \right| \right|, & \text{if } q \geq 0.5 \\
K_i^{(Z)} - \left| K_i^{(Z)} - m_3 (UL - LL) \right|, & \text{if } q < 0
\end{cases}
\]  

(65)

where \(Z\) is iteration number, \(K_i^{(Z)}\) the position of the rabbit, and \(K_i^{(Z)}\) randomly selected hawk position. \(m_1, m_2, m_3, m_4\), and \(q\) are random numbers \(\in [0, 1]\). \(UL\) is the upper limit while \(LL\) is the lower limit.

- **Exploitation phase (if \(|En| < 1\):** \(r\) is the chance for a rabbit to escape.

Based on the values of \(r\) and \(En\), exploitation phase consists following categories:

- **Soft besiege (if \(r \geq 0.5\) and \(|En| \geq 0.5\):**

\[
K_i^{(Z+1)} = \Delta K_i^{(Z)} - E \left| J_s \times K_i^{(Z)} - K_i^{(Z)} \right|,
\]  

(66)

\[
\Delta K_i^{(Z)} = K_i^{(Z)} - K_i^{(Z)}. \]  

(67)

- **Hard besiege (if \(r \geq 0.5\) and \(|En| < 0.5\):**

\[
K_i^{(Z+1)} = K_i^{(Z)} - E \left| J_s \times K_i^{(Z)} - K_i^{(Z)} \right|,
\]  

(68)

- **Soft besiege with progressive rapid dives (if \(r < 0.5\) and \(|En| \geq 0.5\):**

\[
K_i^{(Z+1)} = \begin{cases} 
A, & \text{if } F(A) < F(K_i^{(Z)}) \\
B, & \text{if } F(B) < F(K_i^{(Z)})
\end{cases}
\]  

(69)

\[A = K_i^{(Z)} - E \left| J_s \times K_i^{(Z)} - K_i^{(Z)} \right|, \]  

(70)

\[B = A + S + LF(D). \]  

(71)

where \(S\) is random vector \((1 \times D)\); \(D\) is the dimension of the problem; and \(LF\) is the levy flight function [74].

- **Hard besiege with progressive rapid dives (if \(r < 0.5\) and \(|En| < 0.5\):**

\[
K_i^{(Z+1)} = \begin{cases} 
A, & \text{if } F(A) < F(K_i^{(Z)}) \\
B, & \text{if } F(B) < F(K_i^{(Z)})
\end{cases}
\]  

(72)

\[A = K_i^{(Z)} - E \left| J_s \times K_i^{(Z)} - K_i^{(Z)} \right|, \]  

(73)

where \(K_i^{(Z)}\) is the average position of hawk as calculated below:

\[
K^m_i = \frac{1}{Hn} \sum_{i=1}^{Hn} K^m_i, \]  

(74)

where \(Hn\) is the total number of hawks.

\[B = A + S + LF(D). \]  

(75)

3.5.3. 2-layer optimization

The flowchart of the 2-layer optimization for this work using DE & HHO is presented in Figure 1.

3.6. Best non-dominated solution [82,83]

3.6.1. Pareto solution

The multi-objective function was transformed into a single-objective one with different weighting coefficients. Some objectives are in conflict while solving the optimization problem. The Pareto optimal sets were formed with the combinations of \(\omega_1, \omega_2, \omega_3, \text{ and } \omega_4\). Moreover, \(\omega_1, \omega_2, \omega_3\) vary from 0 to 1 at a step of 0.05 and \(\omega_4\) is \((1 - \omega_1 - \omega_2 - \omega_3, \omega_4 \geq 0)\). At last, based on the fuzzy set theory, the best solution was selected from Pareto optimal solutions.
3.6.2. Selection of the best non-dominated solution

Interactive fuzzy satisfying method [82,83] was employed to achieve an acceptable solution from Pareto optimal sets:

\[
\mu_{f_{ii}} = \begin{cases} 
    \text{if maximization:} & \frac{f_{ii} - f_{i_{\min}}}{f_{i_{\max}} - f_{i_{\min}}} < 1, \\
    \text{if minimization:} & \frac{f_{i_{\min}} - f_{ii}}{f_{i_{\max}} - f_{i_{\min}}} < 1, \\
    0, & f_{ii} \geq f_{i_{\max}} 
\end{cases}
\]

(76)

where \( \mu_{f_{ii}} \) is the membership function value of the modified \( i \)th objective function. \( \mu_{f_{ii}} \) creates the non-dominated sets. The usefulness of all the sets was determined in terms of normalized values obtained in [75]:

\[
\mu_{n_{nm}} = \frac{\sum_{i=1}^{N_{nd}} \mu_{n_{nd}} f_{ii}}{\sum_{i=1}^{N_{nd}} \mu_{n_{nd}} f_{ii}}.
\]

(77)

where \( \mu_{n_{nm}} \) is the normalized membership value of the \( n \)th non-dominated set. \( N_{nd} \) and \( N_{nm} \) are the number of non-dominated sets and the number of objective functions, respectively. The best non-dominated set is having the maximum normalized membership value, i.e., \( \max(\mu_{n_{nm}} ; n_{d} = 1, 2, \ldots, N_{nd}) \).

4. Simulation study and results

4.1. Network data

A superimposed system with a distribution network and a road network is taken in this work [75]. A 33-node radial network was considered as the distribution system [84]; node 1 is the substation. The road network with the distribution system is shown in Figure 2.
Table 2. Input data of vehicles used for present study [75].

<table>
<thead>
<tr>
<th>EV type</th>
<th>Battery capacity (kWh)</th>
<th>All Electric Range (AER) (km)</th>
<th>Battery type</th>
<th>Existing in the area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>13.8</td>
<td>48.27</td>
<td>Li-ion</td>
<td>60</td>
</tr>
<tr>
<td>II</td>
<td>18.4</td>
<td>64.36</td>
<td>Li-ion</td>
<td>30</td>
</tr>
<tr>
<td>III</td>
<td>24</td>
<td>117</td>
<td>Li-ion</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3. Fast-charging station placement for Case 1 with 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>DE</td>
<td>19 20</td>
<td>5162.8797</td>
<td>0.25354</td>
</tr>
<tr>
<td>HHO</td>
<td>20</td>
<td>5162.873506</td>
<td>0.266548</td>
</tr>
</tbody>
</table>

Three main roads were taken: the blue road with the highest number of vehicles; green road with a moderate number of vehicles; and ash color road with the smallest number of vehicles.

4.2. EV and CS data

200 EVs were taken and 3 EVCSs were allocated in the study area. In a city, there are various types of EV present with different battery capacities and mileage. Hence, three EV types were taken into consideration. Their battery capacities, battery types, all-electric ranges, and percentage of presence in the area are shown in Table 2 [77]. Type-I and type-II belong to PHEV, and type-III is the pure battery EV.

In this work, fast-charging facilities have only been considered with the charging and discharging rates of 19 kW and 8 kW [41,85] with efficiencies of 95% and 80% [86,87] for G2V and V2G, respectively.

4.3. Input data for Solar DG

Peak capacity of 10.46 kW for three solar DG units with 200 panels was allocated (other data were taken from [80]).

4.4. Result and discussion

The problem was modeled in MATLAB programming on a computer with 8 GB ram. Optimizations were performed for different population and iterations. It was observed that 30 population and 100 iterations solved the present problem with a shorter amount of time and provided optimized results for both optimization techniques.

Eight case studies have targeted the best non-dominated solution. Case 1 is a case that does not consider the road network and zone constraint. Cases 2–7 consider the distribution system along with the road system with the zone constraint of the urban area:

- **Case 2**: Energy loss minimization;
- **Case 3**: Cost minimization;
- **Case 4**: Energy loss and cost minimization;
- **Case 5**: Energy loss, voltage deviation, and cost minimization;
- **Case 6**: Energy loss, voltage deviation, and cost minimization with weightage maximization;
- **Case 7**: Simultaneous allocation of EVCS and DG considering energy loss minimization, voltage deviation minimization, land cost minimization, and weightage maximization.

First, Case 1 to Case 6 were considered for the worst case (100% EV penetration). Finally, Cases 6 and 7 were considered for different penetration levels of EV.

4.4.1. Single-objective solutions

Case 1 to Case 3 were performed considering different single objective function, as follows:

- **Case 1**: In this case, the energy loss was minimized by optimally placing the EVCS considering only distribution network without zone constraint. Table 3 presents the optimal nodes for the EVCS using DE and HHO. Figure 3 shows the convergence of DE and HHO. The voltage profile of the distribution network.
system after allocating the EVCS is presented in Figure 4.

To minimize the energy loss, EVCSs were allocated to nodes 2, 19, and 20. According to Figure 5, the EVCS locations are adjacent to each other and a large area is not fit to getting the availability of the CS;

- **Case 2:** EVs need more SOC to travel up to a distant EVCS. Moreover, more than one EVCS is not preferable in a particular location. Distributed EVCSs can serve all users in a better manner in the urban area. Hence, EVCS should be placed in each zone for better accessibility to all users. Therefore, the entire study area was divided into 3 zones on the basis of zone-wise EV density and charging demand. Figure 6 shows the zone divisions in the urban area.

Land cost is an important factor in terms of establishment cost of the EVCS in a location in the road network. Considering the important locations in the area, the node-wise land costs for EVCS were considered. The land costs are shown in Table 4 based on the aforementioned assumption. However, minimization of land cost may offer a biased solution with important locations. For instance, optimal locations of EVCS may be low-cost lands where vehicle density may not be high. To solve this issue, weightages were assigned to all the nodes in Table 4 depending on density of the EV.

Table 5 shows the optimal results for Case 2. Locations 2, 10, and 28 are the optimal places for EVCS. These locations are distributed in the area. Case 2 provides the second minimum energy loss, but land cost is maximum and weightage is not maximum. The convergence curves of DE and HHO are presented in Figure 7. Figure 8 shows the voltage profile of the system.
Table 4. Land cost and weightage of the nodes [75].

<table>
<thead>
<tr>
<th>Node</th>
<th>Weightage ($w_s$)</th>
<th>Cost ($)</th>
<th>Node</th>
<th>Weightage ($w_s$)</th>
<th>Cost ($)</th>
<th>Node</th>
<th>Weightage ($w_s$)</th>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>55270.6</td>
<td>12</td>
<td>1</td>
<td>52421.6</td>
<td>23</td>
<td>0.9</td>
<td>45584</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>56410.2</td>
<td>13</td>
<td>0</td>
<td>43874.6</td>
<td>24</td>
<td>0</td>
<td>40153.8</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>55840.4</td>
<td>14</td>
<td>0.2</td>
<td>45014.2</td>
<td>25</td>
<td>0</td>
<td>38746.4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>56980</td>
<td>15</td>
<td>0.6</td>
<td>50142.4</td>
<td>26</td>
<td>0</td>
<td>52421.6</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>55270.6</td>
<td>16</td>
<td>0.5</td>
<td>46153.8</td>
<td>27</td>
<td>0</td>
<td>51282</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>33327.6</td>
<td>17</td>
<td>0.3</td>
<td>37037</td>
<td>28</td>
<td>0.6</td>
<td>42735</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>54700.8</td>
<td>18</td>
<td>1</td>
<td>56410.2</td>
<td>29</td>
<td>0</td>
<td>39336.2</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>55840.4</td>
<td>19</td>
<td>0.5</td>
<td>55840.4</td>
<td>30</td>
<td>0.4</td>
<td>41025.6</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>33048.4</td>
<td>20</td>
<td>0.4</td>
<td>48433</td>
<td>31</td>
<td>1</td>
<td>50712.2</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>54700.8</td>
<td>21</td>
<td>0.3</td>
<td>44444.4</td>
<td>32</td>
<td>1</td>
<td>49572.6</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>54700.8</td>
<td>22</td>
<td>0</td>
<td>42735</td>
<td>33</td>
<td>0.6</td>
<td>46153.8</td>
</tr>
</tbody>
</table>

Table 5. Fast-charging station placement for Case 2 with 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
<th>Total cost ($)</th>
<th>Total weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>6015.1734</td>
<td>26.5182</td>
<td>46.1306</td>
<td>0.0001100</td>
<td>153846</td>
</tr>
<tr>
<td>HHO</td>
<td>6015.1802</td>
<td>22.3668</td>
<td>46.140108</td>
<td>0.0000862132</td>
<td>153846</td>
</tr>
</tbody>
</table>

Table 6. Fast-charging station placement for Case 3 with 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
<th>Total cost ($)</th>
<th>Total weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>7727.5715</td>
<td>67.511758</td>
<td>49.067329</td>
<td>0.00113457412</td>
<td>126495.6</td>
</tr>
<tr>
<td>HHO</td>
<td>7726.25103</td>
<td>63.9086479</td>
<td>49.0682681</td>
<td>0.00103003378</td>
<td>126495.6</td>
</tr>
</tbody>
</table>

Figure 9. Convergence curve of Harris laws optimization for Case 3 with 100% electric vehicle penetration.

Case 3: In this case, land cost was considered as the objective function and was reduced after optimal placement of EVCS. 21, 14, and 17 were the optimal places to achieve minimum cost, as presented in Table 6. Figure 9 presents the convergence curves of DE and HHO. Voltage profile is shown in Figure 10, which is not in acceptable limits. Therefore, if only cost is considered, then it is minimum while weightage is quite low. It is implied that the locations would not be able to serve the EVs in vital places in urban areas. Moreover, energy loss and voltage deviation are maximum as compared to other cases.

4.4.2. Multi-objective solutions
Case 4 to Case 7 were performed considering different combinations of multiple objective functions, as follows:

- Case 4: The application of a single-objective solution is not sufficient for proper allocation. In this
Table 7. Fast-charging station placement for Case 4 with 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
<th>Total cost ($)</th>
<th>Total weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>DE</td>
<td>21 14 28</td>
<td>6239.97666</td>
<td>44.167678</td>
<td>46.66619</td>
<td>0.001623083</td>
</tr>
<tr>
<td>HHO</td>
<td>21 14 28</td>
<td>6239.93444</td>
<td>40.9679449</td>
<td>46.666158</td>
<td>0.001448954</td>
</tr>
</tbody>
</table>

Table 8. Fast-charging station placement for Case 5 with 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
<th>Total cost ($)</th>
<th>Total weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>DE</td>
<td>21 10 28</td>
<td>6067.77918</td>
<td>21.10324</td>
<td>46.230524</td>
<td>0.000812366295</td>
</tr>
<tr>
<td>HHO</td>
<td>21 10 28</td>
<td>6067.58919</td>
<td>26.125667</td>
<td>46.230191</td>
<td>0.001068152065</td>
</tr>
</tbody>
</table>

Figure 11. Pareto plot of Case 4.

Figure 12. Voltage profile of distribution system for Case 4 with 100% electric vehicle penetration.

Figure 13. Pareto plot of Case 5.

Figure 14. Voltage profile of distribution network for Case 5 with 100% electric vehicle penetration.

case, energy loss and cost are considered. Table 7 presents the optimal results for Case 4. The optimal EVCS locations are 21, 14, and 28 that differ from those in the previous cases. Pareto plot for Case 4 is displayed in Figure 11, as Cases 4–7 are multi-objective problems. Voltage profile is shown in Figure 12. Case 4 provides a moderate solution for energy loss and cost while weightage is not high.

- **Case 5:** Only energy loss and cost consideration will not be sufficient because the customers of all nodes should not suffer from voltage dip. Hence, voltage deviation was minimized in this case following energy loss and cost minimization.

According to Table 8, the optimal nodes are 21, 10, and 28, which are not the same as those in Case 4. Voltage deviation was reduced to a greater degree than that in the previous case while weightage might increase. Figures 13 and 14 present the Pareto plot and voltage profile, respectively.

- **Case 6:** In this case, weightage maximization is taken simultaneously with other objectives to cover the vital places where charging demand is high.

Table 9 presents the optimal solutions by DE and HHO. The locations are changed to 10, 23, and 28 to maximize the weightage with other objectives. A balanced optimal solution was obtained for all aspects with high weightage and minimum energy loss, voltage deviation, and land cost. Voltage profile of the system is shown in Figure 15. Previous cases were solved for worst penetration of EV, but EV penetration was not fixed. Hence, Table 10
Table 9. Fast-charging station placement for Case 6 with 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
<th>Total cost ($/MWh)</th>
<th>Total weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>10</td>
<td>23</td>
<td>28</td>
<td>6151.3632</td>
<td>26.0774</td>
</tr>
<tr>
<td>HHO</td>
<td>10</td>
<td>23</td>
<td>28</td>
<td>6151.58608</td>
<td>23.24655</td>
</tr>
</tbody>
</table>

Table 10. Fast-charging station placement for Case 6 with different electric vehicle penetrations.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EV penetration (%)</th>
<th>EVCS locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
<th>Total cost ($/MWh)</th>
<th>Total weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>15 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5158.9586</td>
<td>2.9962</td>
</tr>
<tr>
<td>HHO</td>
<td>15 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5159.0246</td>
<td>2.9719</td>
</tr>
<tr>
<td>DE</td>
<td>30 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5272.4571</td>
<td>4.5182</td>
</tr>
<tr>
<td>HHO</td>
<td>30 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5272.5430</td>
<td>3.26002</td>
</tr>
<tr>
<td>DE</td>
<td>45 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5404.4065</td>
<td>8.0395</td>
</tr>
<tr>
<td>HHO</td>
<td>45 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5405.5905</td>
<td>6.64002</td>
</tr>
<tr>
<td>DE</td>
<td>60 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5556.8677</td>
<td>10.4186</td>
</tr>
<tr>
<td>HHO</td>
<td>60 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5556.9742</td>
<td>9.6702</td>
</tr>
<tr>
<td>DE</td>
<td>75 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5731.0482</td>
<td>13.1811</td>
</tr>
<tr>
<td>HHO</td>
<td>75 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5731.9335</td>
<td>12.8403</td>
</tr>
<tr>
<td>DE</td>
<td>90 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5928.2138</td>
<td>21.6032</td>
</tr>
<tr>
<td>HHO</td>
<td>90 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>5928.4478</td>
<td>19.6242</td>
</tr>
<tr>
<td>DE</td>
<td>100 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>6151.2632</td>
<td>26.0774</td>
</tr>
<tr>
<td>HHO</td>
<td>100 [75]</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>6151.5800</td>
<td>23.2465</td>
</tr>
<tr>
<td>DE</td>
<td>150</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>6785.2648</td>
<td>31.5789</td>
</tr>
<tr>
<td>HHO</td>
<td>150</td>
<td>28</td>
<td>23</td>
<td>10</td>
<td>6785.1856</td>
<td>32.2569</td>
</tr>
</tbody>
</table>

Figure 15. Voltage profile of distribution system for Case 6 with 100% electric vehicle penetration.

shows the optimal results for all EV penetration levels in Case 6 as the most feasible case.

It can be seen that the same locations, i.e., 10, 23, and 28, are optimal for all the EV penetration levels. However, the energy loss and voltage deviation increased when the penetration level increased. It is the highest when EV penetration is 150%. The energy loss and voltage deviation are provided in Table 10 with the total land cost and weightage:

- **Case 7:** In this case, EVCS and DG are allocated simultaneously using 2-layer optimization to reduce energy loss and voltage deviation. Table 11 presents the optimal places for both.

The same nodes 10, 23, and 28 were selected for the optimal EVCS location along with the optimal placement of solar DG on 16, 17, and 18. The energy loss and voltage deviation were reduced following the allocation of solar DGs.

4.4.3. **Comparison between Cases 6 and 7**

Case 6 and Case 7 were compared to analyse the contribution of the solar DG. The voltage profile improvement, energy loss and voltage deviation reduction due to the allocation of solar DG are discussed below:

- **Voltage profile improvement:** Simultaneous allocation of solar DG and EVCS in optimal places provides comparatively less energy loss and voltage deviation for every penetration levels. The voltage improvements achieved following the installation of solar DG in optimal places are given in Figures 16 and 17 to ensure minimum and maximum EV penetration levels, respectively;

- **Energy loss and voltage deviation reduction:** Figures 18 and 19 show the comparisons of energy
Table 11. Fast-charging station placement for Case 7 with different levels of electric vehicle penetration with distributed generation.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EV penetration (%)</th>
<th>EVCS locations</th>
<th>DG locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>15</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5129.9440 5.1807</td>
<td>43.5599 0.000115</td>
</tr>
<tr>
<td>HHO</td>
<td>15</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5129.8660 5.4000</td>
<td>43.5596 0.000120</td>
</tr>
<tr>
<td>DE</td>
<td>30</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5211.9298 6.7803</td>
<td>43.9745 0.000122</td>
</tr>
<tr>
<td>HHO</td>
<td>30</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5211.8414 7.2743</td>
<td>43.9741 0.000126</td>
</tr>
<tr>
<td>DE</td>
<td>45</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5372.3887 10.6674</td>
<td>44.3998 0.000146</td>
</tr>
<tr>
<td>HHO</td>
<td>45</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5372.4173 10.2848</td>
<td>44.4000 0.000141</td>
</tr>
<tr>
<td>DE</td>
<td>60</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5523.1021 13.533</td>
<td>44.8381 0.000152</td>
</tr>
<tr>
<td>HHO</td>
<td>60</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5523.0502 14.3174</td>
<td>44.8379 0.000157</td>
</tr>
<tr>
<td>DE</td>
<td>75</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5604.8965 22.3306</td>
<td>45.2884 0.000194</td>
</tr>
<tr>
<td>HHO</td>
<td>75</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5695.1901 18.859</td>
<td>45.2891 0.000167</td>
</tr>
<tr>
<td>DE</td>
<td>90</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5800.7949 23.2897</td>
<td>45.7554 0.000169</td>
</tr>
<tr>
<td>HHO</td>
<td>90</td>
<td>28</td>
<td>10 16 17 18</td>
<td>5890.7310 22.2454</td>
<td>45.7553 0.000163</td>
</tr>
<tr>
<td>DE</td>
<td>100</td>
<td>28</td>
<td>10 16 17 18</td>
<td>6111.5889 28.3308</td>
<td>46.2372 0.000170</td>
</tr>
<tr>
<td>HHO</td>
<td>100</td>
<td>28</td>
<td>10 16 17 18</td>
<td>6111.5023 28.6552</td>
<td>46.2371 0.000172</td>
</tr>
<tr>
<td>HHO</td>
<td>150</td>
<td>28</td>
<td>10 16 17 18</td>
<td>6744.2286 35.268</td>
<td>49.2563 0.000203</td>
</tr>
<tr>
<td>HHO</td>
<td>150</td>
<td>28</td>
<td>10 16 17 18</td>
<td>6744.1441 35.1486</td>
<td>49.2482 0.000204</td>
</tr>
</tbody>
</table>

Figure 16. Voltage profile of distribution network after electric vehicle charging station allocation with and without distributed generation for 15% electric vehicle penetration.

Figure 17. Voltage profile of distribution network after electric vehicle charging station allocation with and without distributed generation for 100% electric vehicle penetration.

Figure 18. Energy loss comparison for only electric vehicle charging station allocation and electric vehicle charging station with distributed generation allocation for different levels of electric vehicle penetration.

Figure 19. Voltage deviation comparison for only electric vehicle charging station allocation and electric vehicle charging station with distributed generation allocation for different electric vehicle penetration levels.

loss and voltage deviation for two cases including ‘with’ and ‘without’ DG, respectively. In the former case (with DG), the energy loss and voltage deviation are reduced both for all the EV penetration levels.

4.4.4. Allocation considering correlations

The correlation between different parameters makes this research more realistic and sustainable. In this work, departure time was calculated from energy
demand, which is dependent on the subsequent trip distance. Arrival SOC is correlated with arrival time, because SOC consumption depends on traffic congestion and other dynamic factors, which influence the arrival SOC. The correlation coefficient was taken as −0.99 between arrival time and arrival SOC; −0.39 between departure time and arrival time; and −0.49 between departure time and STD [88]. The coefficient value is 1 for self-correlation and 0 if there is no correlation. To manage spatial correlations between the parameters, the orthogonal transformation process [89] was attached to 2m PEM and the corresponding results are shown in Table 12. It can be observed that the locations of EVCS and DG remain the same. The energy loss and the voltage deviation are reduced for all the penetration levels because of the demand change with arrival SOC, which is correlated with arrival time.

### 4.4.5. Comparative study of real data and MCS

The final problem that involves considering all the objectives with 100% EV penetration was solved upon incorporating MCS and real data. Results obtained by incorporating MCS, real data, and 2m PEM are shown in Table 13. The MCS-based result was obtained based on 50 scenarios. According to Table 13, the EVCS locations and DG locations do not change for MCS, 2m PEM, and real data. However, the mean and SD values of energy loss and voltage deviation using MCS are higher than the 2m PEM due to the mathematical approach adopted for consideration of uncertainties.

### Table 12. Allocation considering correlations for Case 7 with different levels of electric vehicle penetration with distributed generation.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EV penetration (%)</th>
<th>EVCS locations</th>
<th>DG locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>DE</td>
<td>15</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5125.271</td>
<td>5.0758</td>
</tr>
<tr>
<td>HHO</td>
<td>15</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5124.713</td>
<td>5.2442</td>
</tr>
<tr>
<td>DE</td>
<td>30</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5236.465</td>
<td>6.6251</td>
</tr>
<tr>
<td>HHO</td>
<td>30</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5236.047</td>
<td>7.0012</td>
</tr>
<tr>
<td>DE</td>
<td>45</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5366.098</td>
<td>10.2139</td>
</tr>
<tr>
<td>HHO</td>
<td>45</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5366.129</td>
<td>10.1436</td>
</tr>
<tr>
<td>DE</td>
<td>60</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5516.666</td>
<td>12.9856</td>
</tr>
<tr>
<td>HHO</td>
<td>60</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5515.988</td>
<td>13.1986</td>
</tr>
<tr>
<td>DE</td>
<td>75</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5687.306</td>
<td>21.7561</td>
</tr>
<tr>
<td>HHO</td>
<td>75</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5687.408</td>
<td>21.5892</td>
</tr>
<tr>
<td>DE</td>
<td>90</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5882.771</td>
<td>22.5924</td>
</tr>
<tr>
<td>HHO</td>
<td>90</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>5882.199</td>
<td>22.3547</td>
</tr>
<tr>
<td>DE</td>
<td>100</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>6102.063</td>
<td>27.6813</td>
</tr>
<tr>
<td>HHO</td>
<td>100</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>6101.852</td>
<td>27.5127</td>
</tr>
<tr>
<td>HHO</td>
<td>100</td>
<td>28 23 10</td>
<td>16 17 18</td>
<td>6732.256</td>
<td>35.1256</td>
</tr>
</tbody>
</table>

### Table 13. Comparison of Monte-Carlo Simulation (MCS), 2m Point Estimation Method (2m PEM), and real data for 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>DG locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>MCS</td>
<td>DE</td>
<td>10 23 28</td>
<td>16 17 18</td>
<td>6119.4983</td>
</tr>
<tr>
<td></td>
<td>HHO</td>
<td>10 23 28</td>
<td>16 17 18</td>
<td>6119.4781</td>
</tr>
<tr>
<td>2m PEM</td>
<td>DE</td>
<td>10 23 28</td>
<td>16 17 18</td>
<td>6111.5889</td>
</tr>
<tr>
<td></td>
<td>HHO</td>
<td>10 23 28</td>
<td>16 17 18</td>
<td>6111.5023</td>
</tr>
<tr>
<td>Real data</td>
<td>DE</td>
<td>10 23 28</td>
<td>16 17 18</td>
<td>6110.2547</td>
</tr>
<tr>
<td></td>
<td>HHO</td>
<td>10 23 28</td>
<td>16 17 18</td>
<td>6110.2547</td>
</tr>
</tbody>
</table>
Table 14. Solution of Case 7 with different optimization techniques for 100% electric vehicle penetration.

<table>
<thead>
<tr>
<th>Technique</th>
<th>EVCS locations</th>
<th>DG locations</th>
<th>Energy loss (kWh)</th>
<th>Voltage deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>PSO</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>GWO</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>BBO</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>SOS</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>HBC</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>BSA</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>HGSO</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 15. Solution of Case 7 on a 1000-bus distribution network for 100% Electric Vehicle (EV) penetration.

<table>
<thead>
<tr>
<th>EVCS locations</th>
<th>DG locations</th>
<th>Mean energy loss (kWh)</th>
<th>SD energy loss (kWh)</th>
<th>Mean voltage deviation</th>
<th>SD voltage deviation</th>
<th>Total cost ($)</th>
<th>Total weightage</th>
</tr>
</thead>
</table>

The solutions achieved using real data are also the same as the ones obtained by MCS and 2m PEM, i.e., 10, 23, 28 and 16, 17, 18. However, the real data presents the solution based on the exact load demand (due to EVs) unlike the data generated from distributed function in uncertainty modeling.

The energy loss and voltage deviation achieved using the real data are close to those obtained by the 2m PEM. This ensures that the solutions obtained by the stochastic method are equally acceptable and may be fit for practical implementation.

4.4.6. Solution of the final case with other benchmarked optimization techniques

The consideration of all the four objective functions is more realistic, and solar DGs help to improve the power system health. Therefore, Case 7, which involves simultaneous allocation of EVCS and solar DG, was selected to be solved using different established optimization techniques to validate the final result with 100% EV penetration. The selected optimization techniques are GA, PSO, GWO, BBO, SOS, HBC, BSA, and HGSO. The results are shown in Table 14 and it can be seen that all the solutions are the same.

4.4.7. Application to a 1000-bus distribution network

To ensure the capability of this solution method, the proposed problem was solved in the case of a large distribution system, i.e., 1000-bus distribution network with 90 EVCSs and 90 DGs in the presence of 2000 EV in the area. Results of the allocation of EVCSs and DGs with the objective function values are shown in Table 15. The energy loss and voltage deviation are higher than those for the 33-bus network because
the large system has more lines and loads at EVCSs. Total land cost is also higher than that for the 33-node superimposed network because of the large number of EVCSs. For the same reason, the total weightage was 42 for this system, whereas it was 2.5 for the mentioned 33-node network.

4.4.8. Summary of the results

Based on the analysis of the above results and general concepts used, it was found that all the four objective functions associated with EVCS placement must be considered to ensure long-term sustainability. Moreover, network operator as well as EV users can benefit from optimal locations. All the ten optimization techniques provided the same optimal results for locations of EVCS and solar DG considering the four objective functions with 100% EV penetration. Therefore, it can be said that the obtained solutions are truly optimal.

Consequently, the ultimate result obtained from the analysis of all the case studies indicates that nodes 28, 23, and 10 are suitable locations for EVCS installation. The EVCSs in these locations provide minimum energy loss and voltage deviation for distribution networks. Moreover, these locations feature optimal land costs and high weightage.

As seen in Figure 20, the optimal sites of EVCS are distributed in the urban area, which are helpful for users to access the EVCS. However, all the EVCSs are not close to the blue road because the objective is to maintain low land cost. Besides, the other roads join the main blue road in the urban area. Therefore, Locations 28 and 10 that are close to green roads are able to serve the user.

According to the results and discussion, the optimal locations of solar DGs did not change at the EV penetration level. Therefore, DGs can be placed at nodes 16, 17, and 18 (Figure 20) to improve voltage profile and reduce energy loss. It can be noticed from Tables 10 and 11 that simultaneous allocation of EVCS and DG reduces remarkable energy loss and voltage deviation.

Considering the uncertainties, the mean of the energy loss and voltage deviation are 6111.5023 kWh and 46.2371, respectively, after allocating the EVCSs and solar DGs to the optimized locations. However, the low penetration of EV reduces the energy loss and voltage deviation, but the solutions for the location are the same. The land cost and weightage are $143019.80 and 2.5, respectively, for the allocated locations of EVCS.

5. Conclusion

Optimal location for Electric Vehicle Charging Station (EVCSs) is one of the most important aspects of Charging Station (CS) to serve Electric Vehicle (EV) users and to keep the power system healthy. This study determined optimized locations including such aspects as energy loss and voltage deviation of the distribution system as well as weightage of the locations with their land cost in the road network. The optimal locations differed in terms of practical multi-objective solution compared to the single objective. It was observed that solutions were the same if the number of vehicles varied. Solar PVs were allocated for Distributed Generation (DG) in the test system to make it renewable, thus improving the power system conditions. The same locations were found optimal for EVCSs while simultaneous allocation of EVCSs and DGs was performed. Therefore, the solutions of the multi-objective problem could be considered as efficient ones for placing the EVCS. Harris Hawks Optimization (HHO) and Differential Evolution (DE) offered the same solution for all the cases and confirmed that the solutions were optimal. In terms of convergence, the HHO’s convergence speed was higher than the DE. The final case of simultaneous allocation of EVCS and solar DG with consideration of all the four objective functions was solved with 8 other established optimization techniques that provided the same optimal solutions. The solutions were much more practical after considering all the uncertainties related to EV and PV. This work can be extended to include reliability study and network expansion requirements.

It is recommended that future researches would use the existing fuel station to place a charging facility considering the safety norms.
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