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Abstract. Extreme events gives rise to outrageous results in terms of population-related
parameters and their estimates are usually done using traditional moments. Traditional
moments are usually a�ected by extreme observations. This study aims to propose some
new calibration estimators considering the L-Moments scheme for variance, which is one
of the most important population parameters. a number of suitable calibration constraints
under double strati�ed random sampling were de�ned for these estimators. The proposed
estimators, which were based on L-Moments, were relatively more robust despite extreme
values. The empirical e�ciency of the proposed estimators was also assessed through
simulation. Covid-19 pandemic data from January 22, 2020 to August 23, 2020 was taken
into account in the simulation study.

© 2023 Sharif University of Technology. All rights reserved.

1. Introduction

Auxiliary information can be used in di�erent stages
to improve the e�ciency of the variance estimator for
a �nite population case. There are numerous real-life
examples where there is a roughly linear relationship
between the study variable Y and auxiliary variable
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X. Take height and weight for example: taller people
tend to be heavier. The same holds for the body mass
index and total cholesterol given the direct positive
relationship between them. This sort of linear relation-
ship allows researchers to use auxiliary variable X for
improved estimation of any parameter of study variable
Y . For more discussion on the auxiliary information,
refer to the studies carried out by Koyuncu [1], Al-
Omari [2], Zaman [3,4], Naz et al. [5,6], and Shahzad
et al. [7,8]. An alternative method for situations with
further available auxiliary information is ranked set
sampling due to McIntyre [9]. The proposed method
is more cost-e�cient than simple random sampling
method (see [10{16]).

Double sampling is a technique in which the
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information related to the auxiliary variable X is not
available at the �rst phase, while the information
related to the study variable Y is available on a smaller
sub-sample chosen from the �rst-phase sampling. For
instance, consider a situation where a physiologist
needs to assess variation (variance) of leaf zone (area)
for another strain of wheat. It might, in some cases,
not be necessary to pluck all the leaves in the total
population of 120 plants and get the weight X to
construct a variance estimator of the leaf zone Y .
Instead, it could be more proper to choose a substan-
tially large �rst-stage sample of leaves and measure
the weight X for the sample leaves. A sub-sample
from this underlying sample of leaves could then be
chosen to determine the leaf zone. As a result, an
estimate of the variance of weight from all 120 plants
was acquired from the perception made on the �rst-
phase sample. This estimate of weightX 0 could be used
in the variance estimation of the leaf zone Y instead of
population weight X.

Assume that (Y;X) belongs to the population

 = fv11; v12; :::; vng of size N . Here, 
 is classi�ed

into H 00 strata. Further, �h =
Nh
N

is the stratum

weight where Nh represents the size of hth stratum for
h = 1; 2; : : : ; H 00. The overall size of the population
containing all the strata is denoted by

PH00
h=1Nh = N .

Now, the �rst-phase simple random sample (srs) of size
n
0
h is drawn without replacement from the hth stratum

such that
PH00
h=1 n

0
h = n

0
and then, a second stage

sample nh (nh < n
0
h) is selected. In light of this dou-

ble strati�ed random sampling design, the traditional
estimator of variance can be expressed as follows:

To =
H0X
h=1

�hs2
yh; (1)

where s2
yh denotes the traditional variance of study

variable in the hth stratum for h = 1; 2; : : : ; H 00 and
To the traditional unbiased variance estimator under
double strati�ed random sampling. To is based on
traditional moments and, thus, inuenced by extreme
values. In the literature, much of the development has
done to tackle this issue regarding mean estimation.
For instance, Zaman and Bulut [17,18] introduced
robust regression techniques for controlling the e�ects
of extreme values. Ali et al. [19] extended their idea
for the mean estimation of a sensitive variable. Abid
et al. [20] used some non-conventional descriptive
measures of statistics for variance estimation. Of note,
the estimates of both mean and variance used in all
these described studies are based on the traditional
moments. On the contrary, in this study, Linear
Moments (L-Moments) were taken into consideration
to construct some new estimators of the variance

based on L-Moments characteristics of auxiliary and
study variables rather than traditional moments.
L-Moments were highly robust in the presence of
extreme observations that would provide a suitable
estimate of population variance under a double
strati�ed sampling scheme.

Motivated by the abovementioned developments,
this study aims to propose two new estimators to
estimate the population variance by more meticulous
applications of an auxiliary variable. The objective
is achieved using the L-Moments characteristics such
as L-scale, L-location, L-skewness, and L-kurtosis of
auxiliary variable. The applicability of the proposi-
tion is further elaborated in double strati�ed random
sampling scheme based on the dataset about Covid-
19 taken from four continents. In this regard, a
comparative study of the traditional unbiased variance
estimator is conducted using numerical simulations.
The simulation evaluation reveals the superior perfor-
mance of the proposed estimators compared to the
others.

The rest of the study is organized as follows.
Section 2 presents the preliminaries with reference
to L-Moments along with the proposed estimators.
Section 3 highlights the simulation-based performance
evaluation. Finally, Section 4 concludes the study.

2. L-Moments and proposed estimators

2.1. Extreme events and L-Moments
Human beings may witness a variety of intense events
throughout their lives. For instance, the ongoing
Covid-19 pandemic is still an obvious example of such
events that have repercussions on human culture in
the long run. In this regard, taking control over the
negative e�ects of such events becomes a necessity to
have a better estimate of the population parameters
such as mean, variance, and quantiles. As mentioned
earlier, the current study was conducted based on
variance estimation, which is one of the most important
population parameters. To the best of our knowledge,
di�erent variance estimators were developed based on
the traditional moments, which are usually a�ected
by extreme values. An elective procedure with a
speci�c ability to settle this issue is L-Moments that
are exceptionally a�ected by extreme values, compared
to the traditional moments [21].

L-Moments are based on the linear combination
of order statistics. It should be noted that \L" in
L-Moments represents their linearity. Hence, these
moments are free from higher powers and known as
linear moments. This is also one of the major dif-
ferences between the traditional (nonlinear) moments
and L-Moments. For the auxiliary variable X, the hth
stratum, one may de�ne the population L-Moments
as [21]:
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L1x` = E(X1:1);

L2x` =
E(X2:2 �X1:2)

2
;

L3x` =
E(X3:3 � 2X2:3 +X1:3)

3
;

L4x` =
E(X4:4 � 3X3:4 + 3X2:4 +X1:4)

4
:

The sample L-Moments can be written by the equations
shown in Box I, where xh(k) represents the kth order
statistics with binomial coe�cient (:). Further, we
can write the mathematical expressions of L-Moments
for the study variable by adapting the structure of
the sample and population L-Moments related to the
auxiliary variable. For a detailed study of the L-
Moments see [22].

Some notations for the upcoming proposed work
in light of L-Moments with respect to the hth stratum
are given below:

- �Xh` = L1xh` and �xh` = L̂1xh` are the population and
sample means (L-location) of the auxiliary variable,
respectively, based on the L-Moments;

- �Yh` = L1yh` and �yh` = L̂1yh` are the population
and sample means (L-location) of the study variable,
respectively, based on L-Moments;

- S2
hx` = L2

2x` ; s2
hx` = L̂2

1x` are the population
and sample variance (L-dispersion) of the auxiliary
variable, respectively, based on L-Moments;

- S2
hy` = L2

2y` ; s
2
hy` = L̂2

1y` are the population and
sample variance (L-dispersion) of the study variable,
respectively, based on L-Moments.

2.2. Calibration approach and proposed
variance estimators

Calibration is one of the general methods for parameter
estimation based on which the original weights �h can

be improved by minimizing chi-square value or any
other suitable loss function. The improved weights
are called the calibrated weights. However, the min-
imization of the loss function is based on some suitable
calibration constraints. These constraints belong to
the auxiliary variable. Deville and Srndal [23] initially
developed the concept of calibration-based estimation
of parameters. Tracy et al. [24] introduced the idea
of calibration-based estimation in double strati�ed
random sampling. Koyuncu [25] extended her idea by
de�ning a new and unique constraint, i.e., combination
of original and calibrated weights. Of note, descriptive
statistics (mean, variance, etc.) used in these studies
were based on the traditional moments. However,
the L-Moments characteristics, which are substantially
robust in the presence of extreme values, have not been
e�ectively utilized yet. In this respect, the current
study proposed L-Moments characteristics based on
the calibration estimators of the population variance
under the double strati�ed random sampling scheme
as follows:

Gst(j) =
H00X
h=1

#
0
hs

2
hy` for j = 1; 2; (2.1)

where #
0
h stands for the calibration weights in the chi-

square loss function:

L(#
0
h; �h) =

H00X
h=1

(#
0
h � �h)2

�h�h
; (2.2)

and subject to the following calibration constraints:

H00X
h=1

#
0
h�xh` =

H00X
h=1

�h �Xh` ; (2.3)

H00X
h=1

#
0
hs

2
hx` =

H00X
h=1

�hS2
hx` ; (2.4)

L̂1x` =
�
nh
1

��1 nhX
k=1

xh(k);

L̂2x` =
1
2

�
nh
2

��1 nhX
k=1

��
k � 1

1

�
�
�
n� k

1

��
xh(k);

L̂3x` =
1
3

�
nh
3

��1 nhX
k=1

��
k � 1

2

�
� 2

�
k � 1

1

��
n� k

1

�
+
�
n� k

2

��
xh(k);

L̂4x`=
1
4

�
nh
4

��1 nhX
k=1

��
k � 1

3

�
�3
�
k � 1

2

��
n� k

1

�
+3
�
k � 1

1

��
n� k

2

�
�
�
n� k

3

��
xh(k);

Box I
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H00X
h=1

#
0
h�̂hx`(j) =

H00X
h=1

�h�hx`(j) ; (2.5)

where �hx`(j) (for j = 1; 2) are the population L-
skewness and L-kurtosis of the auxiliary variable X,
respectively. Similarly, �̂hx`(j) are the sample L-
skewness and L-kurtosis of the auxiliary variable X,
respectively. In addition, �h sands for the suitably
chosen weights used for determining di�erent forms of
estimators (see Koyuncu [25]). The Lagrange function
is given below:


 =
H00X
h=1

(#
0
h � �h)2

�h�h
� 2�

0
1

0@H00X
h=1

#
0
h�xh` �

H00X
h=1

�h �Xh`

1A
� 2�

0
2

0@H00X
h=1

#
0
hs

2
hx` �

H00X
h=1

�hS2
hx`

1A
� 2�

0
3

0@H00X
h=1

#
0
h�̂hx`(j) �

H00X
h=1

�h�hx`(j)

1A :
(2.6)

Minimizing the chi-square loss function
(Eq. (2.2)) subject to the calibration Constraints
(Eqs. (2.3), (2.4), and (2.5)) determines the calibration
weights for strati�ed sampling as follows:

#
0
h = �h + �h�h(�

0
1�xhx + �

0
2s

2
hx` + �

0
3�̂hx`(j)): (2.7)

By substituting Constraint (2.7) into Con-
straints (2.3) (2.4), and (2.5), the following system of
equations can be derived:24 P11 P12 P13

P12 P22 P23
P13 P23 P33

3524 �
0
1
�
0
2
�
0
3

35 =

24 P10
P20
P30

35 : (2.8)

Solving the system of equations in Eq. (2.8) for �
0
s

yields the equations shown in Box II, where:

P11 =
H00X
h=1

�h�h�x2
h` ; P22 =

H00X
h=1

�h�hs4
hx` ;

P33 =
H00X
h=1

�h�h�̂2
hx`(j) ; P12 =

H00X
h=1

�h�h�xh`s
2
hx` ;

P13 =
H00X
h=1

�h�h�xh` �̂hx`(j) ;

P23 =
H00X
h=1

�h�hs2
hx` �̂hx`(j) ;

P10 =
H00X
h=1

�h( �Xh`��xh`); P20 =
H00X
h=1

�h(S2
hx`�s2

hx`);

P30 =
H00X
h=1

�h(�hx`(j) � �̂hx`(j)):

By substituting �
0
s into Eq. (2.7) and the resulting

equation in Constraint (2.1) while setting �h = 1,
the proposed estimator for population variance can be
derived, as shown below:

Gst(j) =
H00X
h=1

�hs2
hy` +D1h(�)P10 +D2h(�)P20

+D3h(�)P30; (2.9)

D1h(�), D2h(�), and D3h(�) are calculated by the
equations shown in Box III and:

T11 =
H00X
h=1

�h�x2
h` ; T22 =

H00X
h=1

�hs4
hx` ;

T33 =
H00X
h=1

�h�̂2
hx`(j) ; T12 =

H00X
h=1

�h�xh`s
2
hx` ;

�
0
1 =

(P13P23 � P12P33)(P12P20 � P22P10)� (P13P22 � P12P23)(P12P30 � P23P10)
(P 2

12 � P11P22)(P13P23 � P12P33)� (P13P22 � P12P23)(P12P13 � P11P23)
;

�
0
2 =

(P13P23 � P12P33)(P12P10 � P11P20)� (P12P13 � P23P11)(P13P20 � P12P30)
(P 2

12 � P11P22)(P13P23 � P12P33)� (P13P22 � P12P23)(P12P13 � P11P23)
;

�
0
3 =

(P 2
12 � P11P22)(P13P20 � P12P30)� (P13P22 � P12P23)(P12P10 � P11P20)

(P 2
12 � P11P22)(P13P23 � P12P33)� (P13P22 � P12P23)(P12P13 � P11P23)

:

Box II
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D1h(�) =
T12[T14(T22T33 � T 2

23) + T24(T13T23 � T12T23) + T34(T12T23 � T13T22)]
(T 2

12 � T11T22)(T13T23 � T 2
12)� (T13T22 � T12T23)(T12T13 � T11T23)

;

D2h(�) =
T12[T14(T13T23 � T12T33) + T24(T11T33 � T 2

13) + T34(T12T13 � T11T23)]
(T 2

12 � T11T22)(T13T23 � T 2
12)� (T13T22 � T12T23)(T12T13 � T11T23)

;

D3h(�) =
T12[T14(T13T22 � T12T23) + T24(T12T13 � T11T23) + T34(T11T22 � T 2

12)]
(T 2

12 � T11T22)(T13T23 � T 2
12)� (T13T22 � T12T23)(T12T13 � T11T23)

:

Box III

T13 =
H00X
h=1

�h�xh` �̂hx`(j) ;

T14 =
H00X
h=1

�h�xh`s
2
hy` ;

T23 =
H00X
h=1

�hs2
hx` �̂hx`(j) ; T24 =

H00X
h=1

�hs2
hx`s

2
hy` ;

T34 =
H00X
h=1

�h�̂hx`(j)s
2
hy` :

3. Simulation study

The simulation study used the available data on Covid-
19 pandemic, considering the total number of recov-
eries as the study variable Y and total number of
cases as the auxiliary variable X in four continents
namely Africa, Asia, Europe, and North America
from January 22, 2020 to August 23, 2020 (Source:
https://www.worldometers.info/coronavirus).

Each continent represents a stratum. There are 49
countries in Asia, 57 countries in Africa, 48 countries
in Europe, and 39 countries in North America. The
number of countries shows the size of each stratum.
The scatter plot (X;Y ) for each continent is provided
in Figures 1{4 according to which Covid-19 pandemic
data con�rm the presence of the extreme values issue.
In this respect, as already mentioned in Section 2, the
proposed L-Moments-based variance estimators can be
suitable candidates in this regard. The design of the
sampling 0 is formed through random selection of a
large �rst-phase sample n0h from each continent. Note
that the size of n0h is 60% for each hth stratum.
Followed by the selection of preliminary sample n0h
from each continent, we select 1000 times the second-
phase sample whose sizes are denoted by nh. The
size of nh is 25% for each hth stratum. The detailed

Figure 1. Scatter plot for the �rst stratum.

Figure 2. Scatter plot for the third stratum.

characteristics of the data are listed in Table 1. Of note,
the traditional correlation coe�cient between (X;Y )
is also provided in Table 1, where the strength of
the relationship justi�es the application of the total
number of cases as an auxiliary variable X while
estimating the study variable, i.e., total number of
recoveries Y . The empirical mean square error and
percentage relative e�ciency results are calculated via
the following formulae:
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Table 1. L-Moments characteristics of Covid-19 data set.

Stratum-I Stratum-II Stratum-III Stratum-IV

N1 = 57 N2 = 49 N3 = 48 N4 = 39
n
0
1 = 34 n

0
2 = 29 n

0
3 = 29 n

0
4 = 23

n1 = 9 n2 = 7 n3 = 7 n4 = 6
�xy1 = 0:9985 �xy2 = 0:9987 �xy3 = 0:9352 �xy4 = 0:9995
�X1` = 20760:74 �X2` = 127006:30 �X3` = 69487:58 �X4` = 176996:7
�Y1` = 15840:37 �Y2` = 99818:78 �Y3` = 41214:02 �Y4` = 99015:46
S1x` = 17345:22 S2x` = 104999:5 S3x` = 55359:53 S4x` = 173204:70
S1y` = 13624:12 S2y` = 81958:28 S3y` = 33999:61 S4y` = 96747:00
�1x`(1) = 0:81740 �1x`(2) = 0:75474 �1x`(3) = 0:69328 �1x`(4) = 0:96329
�2x`(1) = 0:70339 �2x`(2) = 0:60642 �2x`(3) = 0:47242 �2x`(4) = 0:92148

Figure 3. Scatter plot for the second stratum.

Figure 4. Scatter plot for the fourth stratum.

MSE(Gst(j)) =
1�
N
n

�
0@ N

n

1AX
i=1

(Gst(j) � �2
y)2;

PRE(Gst(j)) =
MSE(To)

MSE(Gst(j))
� 100:

Table 2. PREs of estimators

To Gst(1) Gst(2)

100 8471.74 8469.912

Figure 5. MSE of estimators.

It appears that in Table 2, the PRE values associ-
ated with the proposed estimators are greater than 100,
meaning that the proposed estimators (Gst(1); Gst(2))
actually outperform the traditional estimator To. Fig-
ure 5 con�rms this �nding mainly because the highest
values of the MSE are clearly associated with the
traditional estimator and consequently, its performance
is quite poor, compared to that of the proposed
estimators when the data includes extreme values.

4. Conclusion

The current research proposed a new way of estimating
population variance using L-Moments and calibration
approach under double strati�ed random sampling. To
this end, a simulation study was carried out using the
Covid-19 pandemic dataset as a real-life application
of the proposed estimators. Table 2 presents the
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simulation-based percentage relative e�ciency results,
and Figure 5 graphically shows the mean square error
results. The obtained results con�rmed that the
proposed estimators, compared to traditional unbiased
variance estimator, were characterized by high e�-
ciency with small mean square error under the double
strati�ed sampling scheme. Hence, it is recommended
that the proposed estimators be used in the presence
of extreme observations. It should be noted that some
other estimators could be derived in the forthcoming
studies by adding the suitable calibration constraints
based on L-Moments characteristics of the auxiliary
information, such as L-Moments-based coe�cient of
variation or skewness of the auxiliary variable, to the
proposed estimators, as in the studies of Shahzad et
al. [8].
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