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Abstract. In the process of numerical simulation of complex geometries and 
ow depth
variations, non-rectangular computational cells are generated. However, the application of
this type of mesh causes numerical errors. A 3D model, which was veri�ed and validated
before, was used to shed light on the problem in a simple, open channel 
ow. A zigzag
computational mesh was used to study the e�ect of non-rectangular cells on the accuracy
of the model. Results showed that water surface and velocity pro�les oscillated around the
correct answer. Investigating the reason for this oscillation showed that assuming constant
velocity on non-rectangular computational cell surfaces, which is a usual practice in all
numerical schemes, cause this error. Variation of velocity on mesh surfaces was then added
to the computation model and as a result, the oscillations in velocity pro�les and water
surface were eliminated. Further analysis showed that this is a general problem in any
�nite volume method with a non-rectangular mesh.

© 2021 Sharif University of Technology. All rights reserved.

1. Introduction

Analysis of 
ow in natural streams and complex chan-
nel systems using numerical models has become very
popular in the last three decades [1{12]. Dealing
with a complex geometry of 
ow boundaries and
complicated bed topography as in rivers is among the
many problems that numerical modelers may face [13{
15]. The computational grid used in such conditions
should be generated with a non-rectangular mesh to en-
sure compliance with irregular boundaries such as the
non-orthogonal curvilinear coordinate systems, sigma
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coordinate, etc. [5,7,16{20]. However, discretization
of the governing equations around non-rectangular
mesh results in numerical errors, especially when mesh
shapes are very distorted [16].

In the present work, a multi-layer 3D shallow-
water model, which was developed and calibrated
before [17], is tested with non-rectangular computa-
tional cells to show the computational errors with
such a mesh. The results of the model are compared
with an analytical solution and numerical errors are
analyzed. In the following sections, the employed
model is introduced �rst and then, the problem with
a non-rectangular mesh and how it can be solved
are demonstrated and discussed. The �nal section
demonstrates that the same error can occur for any
�nite volume model.

1.1. The employed model
For simplicity, a 3D shallow-water model is employed
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here. In these models, pressure in depth is assumed
hydrostatic and the water column is divided into a
number of layers similar to computational cells that
share friction terms and convective 
uxes. The shallow
water equations are then integrated over the thickness
of each layer as is usual in any �nite volume model.
Multi-layer models are primarily used with horizontal
and parallel layers to solve coastal 
ows [21{25] and

ow in open channels [3,4,6]. To increase the 
exibility
in complex topographies, a generalized multi-layer
model with non-parallel layers was developed [17]. In
fact, with non-parallel layers, computational mesh cells
could be trapezoidal in depth. In the present work,
it was intended to study the e�ect of non-rectangular
computational cells on the accuracy of the model by
comparing the results with analytic solutions. It will be
shown later that the results of shallow water equations
are also applicable to and valid for any �nite volume
solution of the equations.

1.2. Governing equations
Equations for 3-D shallow water 
ow in a steady state
condition for an incompressible 
uid neglecting wind
stresses and Coriolis e�ects are:
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where u, v, and w are velocity components in the x,
y and z directions, respectively; P is pressure; � is
density; gx, gy, and gz are the components of gravita-
tional acceleration in each of the three directions, and
�t is eddy viscosity. First, Eq. (4) is substituted into
Eqs. (2) and (3) and is, then, integrated over the kth
layer. In this integration, a control volume is assumed
with upper and lower surfaces inclined in both of the
x and y directions (Figure 1). Leibnitz rule is used in
this integration as follows [17]:
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where zk and zk+1 are the elevations of bottom and
top surfaces of the kth layer, respectively, relative to

Figure 1. Layout of the multi-layer model and location of
variables.

bed and along the z axis. Following the process of
integration, the governing equations are derived as
follows [17]:
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In these equations, � is the elevation of water surface;
hk the thickness of the kth layer; and u and v are layer-
averaged velocities in the center portion of each layer
as follows:

u =
1
hk

zk+1Z
zk

udz; v =
1
hk

zk+1Z
zk

vdz; (12)

where @z=@x and @z=@y are the slopes of the layer
interfaces in the x and y directions, respectively. In
multi-layer models, the terms M , Sru, and Srv denote
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the mutual e�ects of di�erent layers on each other. The
term M is the mass 
ux across the layer interfaces. It
is obvious that M is zero on the water surface and
channel bed. The terms in the brackets in Sru and
Srv show shear stresses at the interface. Shear stresses
at the lower interface of the bottom layer (that is the
channel invert) result from bed friction. There is no
shear stress on the water surface since wind stress is
neglected. Mu and Mv are the convective 
uxes due
to mass transfer between the layers.

During the above-mentioned analysis, the follow-
ing terms are neglected from the left hand side of
Eqs. (7) and (8), respectively:
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These terms are called di�erential advection and are
produced from the integration of advection terms over
layers' thickness (similar to integration of equations
over a computational cell in a �nite volume model).
These terms originate from the di�erences in the
averaged velocity in each layer and the actual velocity
distribution in that layer and describe a lateral momen-
tum exchange [26]. Given that velocity distribution
over a layer is not known, di�erential advection terms
are usually neglected [3,21,24]; or, in other words,
velocity is assumed constant in a layer. This is
similar to assuming constant velocity on cell faces when
integration is conducted over a computational cell using
the �nite volume method.

1.3. Discretization method and the solution
algorithm

Eqs. (7) and (8) are discretized by integration over
the computational cells. Checkerboard pressure os-
cillation was avoided employing a staggered grid [27].
Central di�erencing scheme and hybrid scheme were
used to discretize the di�usion and convection terms,
respectively. The discretized momentum equations are
written as follows [17]:
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X
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Figure 2. Computational grid and location of variables in
(a) plan and (b) depth.

where �x and �y are the mesh dimensions in plan; P is
the center of the control volumes u or v, and W , E, S,
and N are the grid points surrounding it (Figure 2(a));
superscripts u and v denote the momentum equation
in the x and y directions, respectively; and Sru and
Srv are the source terms that include the discretized
state of all the terms given in Eqs. (10) and (11). These
terms are calculated at each grid point by interpolating
the values of the variables neighboring it from the
last iteration (Figure 2(b)); a is the coe�cient of
discretization and aP is as follows:

au;vP =au;vW + au;vE + au;vS + au;vN

+ (Fu;ve � Fu;vw + Fu;vn � Fu;vs ) ; (17)

where:
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�

�x�y:
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The above equation is the discretized continuity equa-
tion (Eq. (6)) and F terms are mass 
uxes in and out
of a cell face in the x and y directions.

In an iterative manner considering boundary con-
dition, the discretized momentum equations are solved
for each layer to get the �nal converged results. From
this solution, the layer averaged velocity components
in x and y directions are determined at all grid points.
However, these velocities are based on velocities and

ow depth from the previous iteration and they may
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not satisfy the continuity equation, which needs to
be corrected [28,29]. For coupling depth and velocity
�elds, an equation should also be derived for depth
correction [17]. Given that the values of the velocity
components and depth in each iteration are shown by
an asterisk, the required correction is represented by a
prime sign, and h is total depth, we have:

u = u� + u0; v = v� + v0; h = h� + h0: (19)

The thickness of all layers in the present model does
not vary in the calculation procedure, except the top
one; therefore, it can be written as follows:

� = �� + � 0 = �� + h0: (20)

According to Eq. (19), in each iteration, Eq. (15) can
be written as follows:
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Subtracting the above equation from Eq. (15) results
in:
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Following the SIMPLEC algorithm [27] in the y direc-
tion yields:
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where Cefu = auP �P aunb and Cefv = avP �P avnb.
Eqs. (23) and (24) are the velocity correction equations.
The continuity equation for the whole 
ow depth is
written below:
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where nl is the number of layers. If Eqs. (23) and (24)
are substituted into the discretized continuity equation,
an equation for depth correction is resulted as follows:

aPh0P = aWh0W + aEh0E + aSh0S + aNh0N + Su; (26)

where Su is called mass residual and is the di�erence
between the out
ow and in
ow of each water column.
Su should become zero when the solution is converged.

Therefore, the sum of absolute values of Su over all the
columns is the convergence indicator. In addition, we
have:

aP =
X

anb = aW + aE + aS + aN ;

aW = �g
k=nlX
k=1

�
h2
k

Cefu

�
w

�y2;

aE = �g
k=nlX
k=1

�
h2
k

Cefu

�
e

�y2;

aS = �g
k=nlX
k=1

�
h2
k

Cefv

�
s

�x2;

aN = �g
k=nlX
k=1

�
h2
k

Cefv

�
n

�x2; (27)

where w, e, s, and n are positions on the faces of the
scalar cells.

Finally, the algorithm of the solution can be
summarized as follows [17]:

1. Set all initial and boundary conditions;
2. Solve momentum equations for u and v (Eqs. (15)

and (16)) in the 3D space;
3. Solve the depth correction equation (Eq. (26)) and

update depth;
4. Update velocity components based on the depth

correction values through Eqs. (23) and (24). The
updated values satisfy the continuity equation;

5. Calculate velocity components in the depth direc-
tion w using the continuity equation in each layer
(Eq. (6)), starting from the bottom layer;

6. Check convergence criterion. If it is not satis�ed,
repeat Steps 2 to 6.

1.4. Boundary conditions
In sub-critical 
ows, the 
ow depth at the outlet
section is speci�ed and depth gradient is set to zero
at the inlet. No boundary condition is necessary for
u velocities at the outlet [27] and @v=@x = 0. With
the discharge and 
ow depth at hand, the velocity
distribution at the inlet is calculated at each iteration.
An appropriate velocity distribution law (for example,
logarithmic distribution) should be assumed at the
inlet. At solid boundary, velocities normal to the
boundary are set to zero. To calculate the boundary
shear stress (bed and wall friction), the wall function
is employed. Depth correction at all boundaries is set
to zero. The initial free surface elevation in the whole

ow domain is assumed equal to water surface elevation
at the outlet section. The initial values of v and w are
equal to zero and u is set equal to the averaged velocity
of the initial section.
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2. Examining the accuracy of the model with a
non-rectangular mesh

In order to examine the e�ect of non-rectangular mesh
on the accuracy of results, the results of the model
with rectangular and non-rectangular meshes were
compared in a simple uniform 
ow. In a uniform 
ow,
velocity in 
ow direction changes only in depth and
other velocity components are zero. It will be much
easier to �nd the source of errors in such a simple 
ow.
If any error was recognized in this simple condition,
they would be expected in more complicated 
ows. For
this purpose, a channel with a width of 0.5 m, a length
of 5 m, a slope of 0.001, and absolute bed roughness of
0.007 m (ks) was assumed. The side wall friction was
neglected. By considering 0.2 m3/s discharge, the 
ow
depth in this channel would be 0.4 m.

The velocity distribution calculated by the numer-
ical model was compared with the following analytical
equation [17]:

u
u�
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2
�

 p
1� z=h� ln

1 +
p

1� z=h
z=h

!
+

1
�

ln
�

16:25h
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�
; (28)

where u is the velocity component parallel to the bed,
u� the bed shear velocity, � Von Karman constant
equal to 0.4, z distance measured from the bed, and
h depth. This equation is derived by assuming the
Prandtl's mixing length equal to �z and a linear
distribution for shear stress in depth.

At the �rst stage, the model was executed
with rectangular and �ne meshes in plan and depth.
Prandtl's mixing length model was applied for eddy
viscosity computations, and the mixing length was
assumed equal to �z, similar to that used in deriving
Eq. (28). With the mesh size used, the results of
the model were independent of the thickness of the
layers and the model resulted the depth of 0.4 m
correctly. Also, the calculated velocity distribution in
depth conformed well to Eq. (28).

At the next stage, the e�ect of non-rectangular
computational cells on the model results was exam-
ined. For this purpose, a 15-degree zigzag mesh was
generated for the assumed uniform 
ow, as shown
in Figure 3. With this mesh, the slope of the top

Figure 3. Zigzag mesh in a uniform 
ow.

Figure 4. Oscillation of the calculated 
ow depth in a
non-rectangular mesh .

Figure 5. Oscillation of velocity pro�les in two successive
sections around the analytical result.

surface of the �rst layer (or bottom surface of the
second layer) was positive and negative alternately.
The calculation results showed that water surface
elevation was oscillating around the correct answers
(Figure 4). Also, the velocity distribution calculated
by the model was oscillating around the analytical
velocity distribution, in each of two successive sections
(see Figure 5). Results, therefore, revealed that with
a zigzag mesh the calculated velocity pro�les and 
ow
depth oscillated.

2.1. Finding the origin of errors
To �nd the reasons of oscillations, the discretized u-
momentum equation is studied in more detail. Con-
sider a general layer-integrated u-momentum equation
(Eq. (7)) for a uniform 
ow. The source term of this
equation (Eq. (10)) can be simpli�ed as follows:

Sru = ��t @u@z � u2 @z
@x
: (29)

If Sru is substituted in the discretized u-momentum
equation (Eq. (15)) based on the upwind scheme, this
equation can be simpli�ed and rearranged as follows:
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Here, S0 is the bed slope. Since the �rst layer is consid-
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ered, �t @u@z
��
zk

is calculated using the wall function as
bed shear stress (see Section 1.4). In addition, u2 @z

@x

��
zk

is zero. Eqs. (17) and (18) can be simpli�ed in a
uniform 
ow as follows:
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Combining Eqs. (30) and (31) yields:
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The �rst term in the bracket on the right hand side of
the above equation represents forces on the mass in the
computational cell (the hatched cell in Figure 6). Given
that the velocity is constant along the 
ow direction in
a uniform 
ow, the sum of all forces on any arbitrary
control volume should be zero. Hence, Eq. (32) can be
simpli�ed as follows:

aWuP = aWuW +

 
u (u� uP )

@z
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zk

!
�x�y:

(33)

Since the 
ow is uniform and the elevations of the
center of all velocity cells along the 
ow direction
are the same, uP should be equal to uW (Figure 6).
However, the second term on the right hand side of
Eq. (33) is a non-zero value in a non-rectangular mesh
due to the existence of @z=@x and becomes positive
and negative in successive cells in the mesh layout of
the present example. Therefore, the velocity of the two
following cells increases and decreases, causing the 
ow
depth to oscillate.

Figure 6. Location of velocity and velocity cells in the
computational mesh in depth.

2.2. The e�ect of di�erential advection terms
In the process of deriving layer-integrated momen-
tum equations, di�erential advection terms (Eqs. (13)
and (14)) were eliminated. Elimination of these terms
is equivalent to assuming constant velocity on the faces
of the computational cells. This assumption is a usual
practice in a �nite volume method. It is shown that
such an assumption is the reason for computational
errors in a non-rectangular mesh. In a uniform 
ow,
the following term is removed from the di�erential
advection terms (Eqs. (13) and (14)):
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Using the Leibnitz integration rule (Eq. (5)), one can
write:
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The �rst term on the right hand side of the above
equation can be written as:
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�u@u
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In a uniform 
ow @u=@x and in the present situation
in Figure 6, @u=@x is equal to zero. Consequently, all
the terms in Eq. (37) (the �rst term on the right hand
side of Eq. (36)) are equal to zero.

In the second term on the right hand side of
Eq. (36), u is the layer-averaged velocity and is equal
to uP due to upwind scheme. Therefore, the second
term on the right hand side of Eq. (36) can be written
as u(u� uP )@z=@xjzk+1

zk . This term is actually what
remains from the di�erential advection terms for the
uniform 
ow. By multiplying this term by �x�y and
adding it to the right hand side of Eq. (33) with a
negative sign, the second term on the right hand side
of this equation is canceled. In this way, by adding the
di�erential advection term to the momentum equation,
momentum 
uxes in the cell are balanced. As a result,
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velocity remains constant along the 
ow direction and
the problem of velocity oscillation is solved.

2.3. Development of the model by adding
di�erential advection terms

In order to examine the e�ect of the di�erential advec-
tion terms, Eq. (34) was discretized and added to the
source term of u-momentum equation as follows:Z
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240@zk+1Z
zk

(u�u)2dz

1A
e

�
0@ zk+1Z

zk

(u�u)2dz

1A
w

35�y

=

264(zk+1)eZ
(zk)e

(u�ue)2dz�
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(zk)w

(u�uw)2dz

375�y;
(38)

where ue and uw are the layer-averaged velocities on
the east and west faces of the control volume, which
are determined by interpolation from the neighboring
velocity values. u is the velocity value at di�erent
levels on these faces. To calculate the above integral,
distribution of u velocity should be known along the
cell faces. For this purpose, the velocity values at the
bottom, center, and top of each face were interpolated
from the neighboring values. A linear distribution was
then assumed for velocity in each layer.

Linear velocity distribution assumption is not
appropriate for the bottom layer due to the high
velocity gradient in this layer. Therefore, a logarithmic
velocity distribution was employed at the bottom layer,
similar to that used in a wall function.

The results showed that by adding the di�erential
advection term to the model, oscillations of the velocity
and water depth were eliminated. Figure 7 shows
the water surface pro�le, before and after adding the
di�erential advection term to the numerical model.

Figure 7. Water free surface elevation, before and after
adding the di�erential advection term to the numerical
model.

Figure 8. Water free surface elevation, before and after
adding the di�erential advection term to the numerical
model in a non-uniform 
ow.

Figure 9. Non-rectangular control volume in a uniform

ow.

The computed velocity distribution pro�les were also
enhanced.

An additional example was solved with a non-
uniform 
ow. Figure 8 shows the results. According to
this �gure, using a zigzag mesh similar to that shown
in Figure 3 caused oscillation in water surface. This
oscillation, however, was eliminated as the di�erential
advection term was added to the computer model
(Figure 8).

3. Extending the results to �nite volume
models

In the previous section, by using the 3D shallow water
model, it was shown that the oscillation of the results in
a zigzag mesh condition was due to assuming constant
velocity on the faces of computational cells. The same
error, therefore, is expected in any �nite volume model
when non-rectangular computational cells are used.
This issue is investigated in the following section.

A non-rectangular computational cell, with its
longitudinal axis parallel to the bed, is assumed in a
uniform 
ow, as shown in Figure 9. The slopes of
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the top and the bottom faces, relative to 
ow bed, are
@z=@xjs and @z=@xjb, respectively. Hence, we have:

ue = uw = u; (39)

where u is the velocity value at the center of the east
and west faces, �x and �y are the length and width
of the cell, respectively, and he, hw, hb, and hs are
the distances between the cell vertexes, as shown in
Figure 8. hb and hs are equal due to symmetry of the
cell. The momentum equation for this control volume
can be written as follows:X

Fx =
x
C.S.

�u (�!vr � �!n ) dA: (40)

In this equation, �!n is the unit vector of the control
surface and �!vr is the 
ow velocity vector relative to
control volume. It should be noted that since the
velocity is constant in the 
ow direction, the resultant
of all forces on any arbitrary control volume should be
equal to zero. Therefore, the summation of momentum

uxes in and out of the assumed control volume should
be equal to zero. Eq. (40) can be integrated over
the control volume surfaces, assuming constant � and
velocities on each face:

uwuwhw�y�ueuehe�y+usushs�y+ububhb�y=0:
(41)

Since he = hb + hw + hs, Eq. (41) can be written as
follows:

uwuwhw�y � ueuehb�y � ueuehw�y � ueuehs�y
+ usushs�y + ububhb�y = 0: (42)

The above equation could be rearranged as:

ueuehw�y =uwuwhw�y + (usus � ueue)hs�y
+ (ubub � ueue)hb�y: (43)

Considering Eq. (39), substituting ueue = uu on the
right hand side of Eq. (43), and assuming uehw�y =
uwhw�y = a, we have:

aue=auw+(usus�uu)hs�y+(ubub�uu)hb�y:(44)

Based on the above equation, if us, ub, and u have
di�erent values, then ue 6= uw, which is in contrast
with Eq. (39). This result indicates an error in the
computation. It can be shown that Eq. (44) is the
same as Eq. (33), which is the discretized momentum
equation in a multi-layer model without di�erential
advection terms and for the uniform 
ow condition.
To prove this, one can write:

hs =
@z
@x

����
s

�x; hb = � @z
@x

����
b

�x: (45)

If these two values are substituted in Eq. (44), then:

aue =auw + (usus � uu)
@z
@x

����
s

�x�y

� (ubub � uu)
@z
@x

����
b

�x�y: (46)

On the other hand, the continuity equation can be
discretized over the assumed control volume as:

uhw � uhe + ushs + ubhb = 0: (47)

Substituting he = hb + hw + hs in Eq. (47) results in:

uhw � uhb � uhw � uhs + ushs + ubhb = 0: (48)

Rearranging and multiplying the above equation in
u�y yields:

u�y ((us � u)hs � (ub � u) (�hb)) = 0: (49)

Substituting Eq. (45) in Eq. (49) yields:

(usu�uu)
@z
@x

����
s
�x�y�(ubu�uu)

@z
@x

����
b
�x�y=0:

(50)

If Eq. (50) is subtracted from the right hand side of
Eq. (46), we have:

aue = auw +
�
u (u� u)

@z
@x

����s
b

�
�x�y; (51)

which is similar to Eq. (33). Therefore, it can be
concluded that assuming constant velocities on the
faces of the computational cells causes inaccuracy with
a non-rectangular mesh, similar to that encountered in
the layer integrated model.

4. Summary and conclusions

Non-rectangular computational cells are generated for
numerical simulation of 
uid 
ows with irregular
boundaries. In the present work, the e�ects of non-
rectangular computational cells on the accuracy of nu-
merical models were investigated. For this purpose, a
3D shallow water model, which was veri�ed previously,
was used to simulate a uniform 
ow with a zigzag
computational grid. Results showed that with non-
rectangular computational cells, the calculated velocity
pro�les and 
ow depth oscillated.

In order to determine the origin of these errors,
the governing equations were carefully examined.
In this examination, the discretized momentum
equations were analyzed for a simple uniform 
ow.
This analysis revealed that the source of error resulted
from assuming constant velocity at computational cell
faces, which is a usual assumption in �nite volume
models. The application of this assumption led to
an imbalance in discretized momentum equations,
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causing error. It was also shown that assuming a
velocity distribution on the cell faces reduced the
errors. It was further shown that an error similar
to that encountered in layer-integrated models could
also occur in any �nite volume numerical model when
non-rectangular computational cells are used.

Nomenclature

a Coe�cients of discretized equations
F Mass 
ux
g The gravitational acceleration
h Total depth
hk kth layer thickness
ks Absolute roughness
M Mass 
ux across the layer interfaces
�!n Unit vector of the control surface
nl Number of layers
P Pressure
S0 Channel bed slope
Sr Source terms of the momentum

equations
Su Mass residual
u Velocity component in x direction
u Layer averaged component of velocity

in x direction
u� Bed shear velocity
v Velocity component in y direction
v Layer averaged component of velocity

in y direction
�!vr Flow velocity vector relative to control

volume
w Component of velocity in z direction
z Distance along the z axis
�x;�y Mesh dimensions
� Von Karman constant
� Density
�t Eddy viscosity
� Water surface elevation

Superscripts

� Value of quantity in the process of
iteration

0 Quantity correction
u; v Related to momentum equations in x

and y directions, respectively

Subscripts

k; k + 1 Bottom and top surfaces of a layer
along the z axis, respectively

P;E;W;
N; S Grid point and its four neighboring

points
e; w; n; s Positions on the faces of the scalar cells
nb Neighboring points
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