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excitation controller to improve the stability of multi-machine power systems under different
perturbations such as system’s parametric and structural uncertainties. The stability of
the closed-loop system is proved by the Lyapunov stability theory. The proposed controller
is evaluated through simulation on the standard IEEE 33-bus-bar power system which
contains 6 synchronous machines and an HVDC link. The simulation results indicate good
robustness and satisfactory performance of the proposed controller. Moreover, this study
employs the method of space-phasor-based sequence networks, which is a procedure for

Space phasor.

the dynamic analysis of modern power systems under transient asymmetrical faults. The

method considers the complete dynamics of synchronous machines and the HVDC link and
provides the possibility of taking into account the sequence networks dynamics.
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1. Introduction

Given that power demand grows rapidly and the
expansion of transmission and generation is restricted
by the limited availability of resources and the strict
environmental constraints, power systems are much
more loaded today than ever. This issue causes power
systems to operate at a level close to their stability
limits [1]. In order to enhance the stability of power
systems and maintain their synchrony, a wide range of
controllers have been introduced in the power system
literature to generate a supplementary control signal
for the synchronous machine excitation system [2],
FACTS devices [3], HVDC link [4], and renewable
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energy plants [5]. Among these, the synchronous
machine excitation system controllers are known as
flexible and economical ways to improve power system
stability [2]. Various methods have been used for
designing excitation system controllers. Linear Control
(LC) techniques are commonly used in designing clas-
sical controllers that ensure the asymptotic stability
of the operation point under small perturbations [6,7].
A number of techniques in scientific resources have
been developed to improve the performance of classical
controllers [8,9]. In practice, the efficiency of the
controllers may be affected due to many variations in
the operation point and the nonlinear behavior of the
power systems.

In order to consider the complete operation region
and deal with the nonlinear behavior of the power sys-
tems, nonlinear controllers have been implemented by
power systems studies. The direct Lyapunov method
[10] and feedback linearization [11] are the most com-
mon nonlinear controllers in power systems. These
methods can solve the problems of LC techniques, but
they are not robust enough in the presence of system
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uncertainties. Neural networks [12] and fuzzy logic
[13], as intelligent control techniques, can avoid the
former limitations. These are powerful methods and
can help to improve the stability of the power system in
different operation conditions. However, these methods
are time-consuming which limits their use in practice.
Also, in the neural network-based controllers, much
training data are needed, which is difficult to obtain
from the physical power systems.

The Sliding Mode Control (SMC) is a well-
known technique to improve the stability of nonlinear
systems under parametric uncertainties and external
disturbances [14-21]. In recent years, several Power
System Stabilizers (PSS) based on SMC scheme have
been proposed in the literature [16-21]. In these
controllers, the control laws with fixed control gains
have been used. Since the upper bound of the
system’s uncertainties may not be easily obtained,
a large quantity for this parameter is assumed to
guarantee the stability of the system. This may lead
to undesired chattering and a very high control input
power [22]. Also, most of these controllers require not
only the local generator information but also the power
system information which limits their applicability to
large power systems. Moreover, these controllers have
been evaluated just in balanced conditions, while the
probability of unbalanced conditions and in particular
asymmetrical faults is high in power systems [18-22].

The main contribution of this paper is to propose
an Adaptive Sliding Mode (ASM) decentralized excita-
tion controller to improve the stability of modern power
systems. The proposed controller has an adaptive
control gain such that despite the Conventional Sliding
Mode (CSM) controller, its initial setting should be
smaller than the upper bound of the system uncertain-
ties. This feature eliminates the need for determining
the upper bound of the system uncertainties, which
is difficult to obtain in practice. Furthermore, the
adaptive control gain could reduce the probability of
the occurrence of chattering phenomenon and also,
reduce the control costs [23]. It is necessary to note
that the proposed decentralized controller requires only
local generator information, which is a merit for large
power systems. The proposed controller does not need
observers and it considers the neglected dynamics as
internal or external perturbation. In this study, the
proposed controller has been evaluated for symmet-
rical and asymmetrical faults. The dynamic analysis
of faulty systems is performed using the method of
space-phasor-based sequence networks. The method
considers complete dynamics of synchronous machines,
HVDC links, and sequence networks.

2. ASM controller design

Here, an ASM controller is designed to improve the

stability of the practical multi-machine modern power
systems. In this study, a local controller is designed
for each synchronous machine and the effect of other
synchronous machines is considered as a perturbation
by means of power oscillations. Thus, the communi-
cation among the controllers is not needed [21]. For
designing the ASM controller, the third-order model of
the synchronous machine [1] is used:

dé

o T W T o, (1)

2H dw,

— =T, -T. — D(w, — 2

wy dt L e (wT WO)v ( )

dE, 1 "

7; = Téo [Efd — E(II - (Xd — Xé).lds] . (3)
Moreover, the electrical torque is:

T.=Eip, + (Xy — Xp)ig,ig,. (4)

Due to the slow variations of iy, and iy, the derivations

of these currents are assumed to be zero. Hence,
derivation of T, with respect to time gives:
dT, _ dE;
- LT (5)
dt dt 1
Substituting Eq. (3) into Eq. (5) and defining B = =
do
lead to the following;:
ar. ., o
dt ZZqS.B [Efd_E(II_(Xd_X&)~ZdS] . (6)

The nominal values of the parameters in Eq. (6) can
be defined as follows:

B, Xg 0, X, .. (7)

The equations between the real and nominal values of
these parameters are considered as follows:

B =B, + AB, (8)
Xa=Xg n+AXy, 9)
X, =X, , +AX) (10)

Substituting Eqgs. (8), (9), and (10) into Eqgs. (4) and
(6) gives:
Te = E;ng + <X‘1_n - X:i—n)zgslgs + Cla (1]->
ar. ., .
= ige-Bn [Epa = By = (Xamn — Xg_) i3] + G,
dt (12)
where (; and (5 as the model uncertain functions can
be expressed as:

G2 =g, AB [Efd — E(’] —(Xgq — Xé).igs]

—ir B [(AX, — AX]).i5] (14)
Since all the parameters in Eqgs. (13) and (14) are
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bounded, it can be concluded that (; and (> are
bounded functions. To design the proposed ASM
controller, the electrical torque and the mechanical
speed error variables are defined as:

er =T, —T., e, =uw,— wy, (15)
where these errors represent the difference between the
real and reference values. The output speed error e,
can be eliminated by definition and the reference value
of the electrical torque T} is as follows:

T = Ke/(wr — wp).dt, (16)

where K, is a positive scalar. At first, the controller
is designed by considering the nominal values of the
model and neglecting the model uncertain functions
(¢1 and (2). The sliding surface is selected as follows:

S—er+eu+ K/(eT +eu).dt, (17)

where K is a positive scalar. In accordance with the
sliding mode technique, the derivation of the sliding
surface is set to zero:

S=0—ér+é,+K(er+e,) =0, (18)
or:

S=M+N =0, (19)
where:

M=ér+ Ker, N=¢é,+ Ke,. (20)

It is claimed that by setting M to zero, N will also be
Zero:

M =ér+ Ker =0 %eT:o, ér=0. (21)

as:
br=0—T"—T.=0— K, (w,—wy)—-T.=0. (22)
From Eq. (2) and assuming that T, is a constant, one

can derive that:

. 2H
T, = —==&, — Dé,. (23)
wo
Substituting Eq. (23) in Eq. (22) gives:

2D K, >0
_—

= N =0.

2H s+ Dé, +K.e, =0,

wo
6o =0, é, =0, é, =0

In doing so, the claim is proven. Thus, in order
to obtain the equivalent ASM controller, only M is

considered here. Combination of Egs. (15), (16), and
(20) would lead to the following:

M =K.e, —T. + Ker. (25)

Setting Eq. (25) to zero and replacing Eq. (6) in it
achieve the control law as follows:

: K.
Efdfn = E; + (Xd*n - X(Iifvn> Zris + o Gw
igs-Bn
K
. 26
ir. B, " (26)

In Eq. (26), the parameters take nominal values. If the
model parameters are not equal to the nominal values,
system responses will not settle on the sliding surface.
By considering Eq. (19) and substituting M and N into
it, we can have:

S=M+N=Ke, —T.+Kep+é, + Ke,. (27)

In the presence of uncertainties, according to Egs. (11)
and (12), T. and T. contain ¢; and (» as uncertainty
terms, respectively. Thus, the derivation of the sliding
surface is defined as follows:

where S, is the derivation of the sliding surface for the
nominal values and 7 is the system uncertain function.
S, and 7 are obtained as follows:

S,=M=K.e, —T. + K.ep, (29)

n=-C—-CG+N=~(—C+eé + Ke,. (30)

In this paper, the modified control law is proposed to
be:

Eta=FEtq n+ Efa, (31)

where Efq_p is the same as Eq. (26) used for nominal
conditions. Also, the adaptive term Ey, is modified

below to deal with the bounded uncertainties expressed
in Eq. (30):

By = —— (KoS + Tsga(s)), (32)

T
igs-Bn

where I' is an adjustable gain constant. The desired
value of this parameter is called I'y and must satisfy
the following condition:

In| <Tq. (33)
The adaptive law for adjusting T is:
.1
I=-—19|. (34)
@

In Eq. (34), a is a positive scalar called adaption gain.
The adaption speed can be tuned by a. Also, choosing
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a suitable adaption gain « can effectively avoid high
control activity in the reaching mode [23]. It can be
proven that the proposed controller makes the closed-
loop system stable in the presence of uncertainties and
disturbances, and the system response will certainly
be on the sliding surface. In this regard, S can be
simplified in the following by combining Eqs. (28)—(32)
and some mathematical manipulations:

S =— (K¢S +Tsgn(S)) + 1. (35)

In order to examine the validity of the proposed control
law, the following Lyapunov function is defined as:

1 1 -
V: 552—1—5&1—‘2, (36)

where I =T —T';. By taking the time derivative of V',
one can obtain the following:

V=9$+all. (37)

By substituting Eq. (35) into Eq. (37) and considering
I =T, Eq. (37) becomes:

V=5 (KcS—Tsgn(S)+n)+(I—Ty) Ssgn(S). (38)

Finally, according to — S.sgn(S) = |S| , the derivation
of Lyapunov function can be written as follows:

V=-KcS*+3S—T4|9]. (39)

Based on Ineq. (33), one can derive nS < I'y4|S| and
then, reach:

vV <O0. (40)

Hence, the derivation of the Lyapunov function is a
negative function. Therefore, the convergence of S and
I is guaranteed and both of them reach zero in finite
time. This completes the proof.

3. Power system dynamic analysis

In [24], a method based on space phasors was intro-
duced for dynamic analysis of transient symmetrical
or asymmetrical faults in power systems. Upon de-
veloping the method described in [24], this section
discusses the dynamic analysis of a transient Single-
Line-to-Ground (SLG) fault in the IEEE 33-bus stan-
dard network including an HVDC link. The method
described here can easily be implemented to analyze
other symmetrical and asymmetrical series or shunt
faults. Figure 1 shows the IEEE 33-bus standard
network.

This network consists of three areas: 33 buses, 6
synchronous machines, and an HVDC link. Figure 2
depicts the HVDC general circuit and the proposed

Area B

Area A

I
G5
Area C

Figure 1. IEEE 33-bus standard network with an HVDC
link.

Figure 2. HVDC model: (a) Schematic (b) in
positive-sequence network, and (c) in negative-sequence
network.

models for an HVDC link in positive and negative
SNs. Thus, an HVDC link can be modeled in the se-
quence networks by means of its positive- and negative-
sequence current space phasors.

Before the occurrence of a fault, the network
equilibrium point is obtained through the Newton-
Raphson AC load flow. When an SLG fault occurs at
point “P” (between buses 17 and 24), a virtual bus is
considered at this point with the number 34. Figure 3
shows the sequence networks of the system.

In this figure, PSN, NSN, and ZSN expressions
indicate the positive-, negative-, and zero-sequence net-
works, respectively. Then, the bus-impedance matrices
of the positive-, negative-, and zero-sequence networks
with the titles Z*, Z~, and Z° are composed. The
dimensions of these matrices are 34 x 34 in this example.
In order to calculate the fault-current sequence compo-
nents, the equivalent circuits of the sequence networks
are configured at “P”.

The type of fault determines how to connect the
sequence networks at point “P”. Figure 4 illustrates
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Figure 3. The sequence networks of Figure 1. PSN: Positive Sequence Network, NSN: Negative Sequence Network, ZSN:

Zero Sequence Network.
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Figure 4. Connecting sequence networks for an SLG
fault.
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Figure 5. Modelling the fault current sequence
components in PSN (Positive-Sequence Network) and
NSN (Negative-Sequence Network).
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how to connect these equivalent circuits for an SLG
fault.

According to Figure 4, the fault current sequence
components are as follows:

+ —
Eth +Eth .
(zh + 25, + 20 + zf)

If=I; =1} = (41)

In Eq. (41), quantities with superscripts (+),
(=), and (0) denote the positive-, negative-, and zero-
sequence quantities, respectively. Iy is the fault current
and zy is the impedance of the fault. After calculating
the fault-current sequence components, each compo-
nent is injected as an injection-current source into the
“P” in the corresponding sequence network. Figure 5
shows how to model the fault current in positive- and
negative-sequence networks.

The fault current sequence components are con-
sidered in the current vectors of positive- and negative-

sequence networks. Then, the terminal sequence volt-
ages (V,7,V,7) of the synchronous machines in different
sequence networks are obtained through the quasi-
static Y-matrix equations of sequence networks. These
voltages are in the synchronous reference frame and
must be transferred to the rotor reference frame ac-
cording to transform functions as follows:

F[t = Ft+€_j§v (42)

FI~ = F e 7(wet+d), (43)
In these equations, F;' and F; are the electrical
variables (voltage or current) of the synchronous ma-
chines in the synchronous reference frame, respectively,
and F/t and F/~ are those variables in the rotor
reference frame. In Egs. (42) and (43), 6 is the angle
between the quadrature axes of the rotor and the
synchronous reference frames. These equations guaran-
tee eliminating time-varying inductances in the Park’s
voltage equations in unbalanced conditions. Therefore,
the conventional full-order differential equations of the
synchronous machine in the rotor reference frame could
be used in unbalanced conditions [24]. In the next
section, the procedure of this method is presented.

4. Dynamic analysis procedure

In the previous section, a method for obtaining the
mathematical model of the power system during fault
time was developed. Here, the steps of the procedure
for the dynamic analysis of a faulted power system are
presented as follows:

1. Solve the power system load-flow equations to get
the system’s initial values;

2. Form [Y] matrices of the three-sequence networks;

3. According to the fault type, expand and modify the
[Y] matrix of the sequence networks to include the
fictitious bus;

4. Inject the current space phasors of synchronous
machines and HVDC link at their related bus or
buses into each sequence network;
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5. Determine the Thevenin equivalent circuits seen
from the fault point and then, calculate the fault-
current space phasors;

6. Separate the sequence networks and inject the
current sequence components of the synchronous
machines, HVDC link, and fault in their related
buses into each sequence network (Figure 5);

7. Solve the Y-matrix equations of positive- and
negative-sequence networks to obtain the terminal
sequence voltages of synchronous machines and
HVDC link;

8. For each synchronous machine, transfer the values
of the terminal sequence voltages to its rotor refer-
ence frame (Eqgs. (42) and (43)). Then, solve the dif-
ferential equations of the synchronous machine and
update the values of its state variables. By using
the updated state variables, calculate the output-
current sequence components of the synchronous
machine and transfer them to the synchronous
reference frame through Eqgs. (42) and (43);

9. For the HVDC link, solve the differential equations
and calculate its injection currents at both ends in
the positive- and negative-sequence networks;

10. If the fault is cleared, print the results; otherwise,
go to Step 4.

Based on the above procedure, a MATLAB code
program was developed. The program uses the nu-
merical fourth-order static Range-Kutta method with
a time step (At) of 107* to solve nonlinear equations
of synchronous machines and the HVDC link. The
program can be used for the dynamic analysis of power
systems facing any kind of shunt faults.

5. Simulation results

Here, the proposed ASM controller is tested on the
TEEE standard 33-bus network (Figure 1) including
the full-order model of synchronous machines and
complete dynamics of the HVDC link. For synchronous
machines, two damper windings on the g-axis and a
damper winding on the d-axis were considered [25].
Also, the HVDC link is fully modeled such that it
includes its filters and switching circuits. In this study,
network loads, transmission lines, power transformers,
and fault are modeled as constant impedances. The
machine specifications, the HVDC link parameters, and
the network load-flow data were provided in [3,26],
and IEEE website, respectively. In this network, it
is supposed that the excitation systems of G2-G6
are equipped with the proposed ASM controller. In
the following, the proposed controller is evaluated by
performing different scenarios in the network.

A. Scenario 1

In this scenario, the performance of the proposed ASM
controller is evaluated by using it in the IEEE 33-bus
network. It is assumed that before t = 0 sec, the HVDC
link is not in service and the network has been in a
steady state condition. Then, the following events are
applied in the network at ¢ = 0 sec:

1. An initial error of 4+20% is considered in the
reactance of the transmission lines 1-22 and 2-23.

2. An initial error of —20% is considered in the
direct axis transient reactance of the synchronous
machines G3-G6.

Figure 6 shows the rotor angles of synchronous
machines before installing controllers in the network.

In order to cope with the mentioned uncertainties
and to achieve the minimum network stabilizing time,
G2-G6 synchronous machines are equipped with the
proposed ASM controller. The controllers’ parameters
are obtained through trial and error. Figures 7 and 8

30

25

204

15

(deg.)

10

The rotor angles of gens

—G2 —G3 —G4 —G5 —G6 |

0 1 L L . L 1 |
0 1 2 3 4 5 6 7 8

t (second)

Figure 6. Rotor angles of the synchronous machines
without controllers in Scenario 1.

(deg.)

The rotor angles of gens

[ —G1 —G2 —G3 —G4 —G5 —G6 |

0 I I 1 L . | |

0 1 2 3 4 5 6 7
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Figure 7. Rotor angles of the synchronous machines with
ASM Controllers in Scenario 1.
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show the rotor angles and rotor angular speeds of the
synchronous machines, respectively, after installing the
proposed ASM controllers on G2-G6.

As shown in these figures, the rotor angles and the
angular speeds of all synchronous machines reach their
reference values in finite time despite the uncertainties.
Figure 9 illustrates the variation of the adjustable gain
for the ASM controllers in this study. A small positive
initial value (0.001) was chosen for " in all controllers.

378.0 T
0
e
el
£ 3175} 1
@
g A
o0
5 377.0
o)
el
()
a,
@' 376.5 i
N
=
! [—G1—G2—G3—G4 —G5—G6)
376.0 | L I . I ; i
0 1 2 3 4 5 6 7 8

t (second)

Figure 8. Rotor angular speeds of the synchronous
machines with ASM controllers in Scenario 1.
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Figure 9. Adjustable gains (I') for ASM controllers.
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In this section, another study is conducted to
compare the proposed controller with the CSM con-
troller in terms of performance. The design of ASM and
CSM controllers goes through the same stages, except
that in the design of CSM controllers (considering
Eq. (32)), I is considered a numerical constant which is
greater than the amount of the system’s uncertain func-
tion such that Condition (33) is satisfied. The main
limitation of the CSM controllers is the determination
of the amount of the system’s uncertain function, which
is complex in practice.

Here, to compare the performance of the ASM and
CSM controllers, the value of I" in CSM controllers is
determined in two ways.

First, as shown in Figure 9, the maximum value
of this parameter is related to the G6, which is 0.625.
It is assumed that G2-G6 are equipped with CSM
controllers such that the value of I" in all of them is
0.625. Figure 10 compares the control signal Eyy4 of
G3-G6 in both cases.

As shown in Figure 10, the amplitude of the con-
trol signal Eyg is higher when synchronous machines
are equipped with CSM controllers. The lower amount
of control signal Efq4 in the proposed ASM controller
has the following benefits:

1. Lower control costs;

2. Reducing the probability of control blocks satura-
tion.

Also, setting the maximum value for I' is a
conservative choice and may result in increase in
the probability of the occurrence of the chattering
phenomenon.

Second, as shown in Figure 9, the minimum value
of T is related to G2, which is 0.1. It is assumed that
G2-G6 are equipped with CSM controllers and the
value of T" in all of them is 0.1. Figure 11 illustrates

3f 7y
I
< 2 -
E - = —
0
0.0 0.5 1.0 1.5 2.0
3 -
2
©
5
1
0 . .
0.0 0.5 1.0 1.5 2.0
t (second)

Figure 10. Control signal E¢4. Solid line: ASM controllers; dash-dotted line: CSM controllers.
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377.5

377.0
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[—G1—G2—G3—G4 —G5—G6l
376.0 L i i ; ; ! | i
0 1 2 3 4 5 6 7 8

t (second)

Figure 11. Rotor angular speeds of the synchronous
machines with CSM controllers in Scenario 1.

the angular speeds of the synchronous machines in
this case.

By comparing Figure 11 with Figure &, it can
be inferred that the settling time and amplitude of
the oscillations have increased. Hence, the simulation
results show the superiority of the ASM controllers to
the CSM controllers. It should be noted that after
stabilizing the system, the values of I' are reset to the
initial values in ASM controllers.

B. Scenario 2

In this scenario, the performance of the proposed
controller is evaluated in the face of structural and
parametric uncertainties of the network. It is assumed
that before ¢ = 0 sec, the HVDC link is not in service
and the network has been in a steady state condition.
The structural uncertainties applied to the network are:

1. At ¢t = 0 sec, the HVDC link is switched on;

2. At t = 3 sec, a 100 ms SLG fault is considered in
the middle of the line 17-24. This fault is cleared
at ¢ = 3.1 sec with line interruption and reclosing
the line at ¢ = 4.1 sec.

On the other hand, as parametric uncertainties,
the following items are considered in the network:

1. An initial error is considered in the reactance of the
transmission lines 1-22 and 2-23;

2. An initial error is considered in the direct axis

transient reactance of the synchronous machines G3
and G6.

The initial errors of the mentioned parameters
are considered in the range of £20% with a step of
5%. Many simulations have been performed to ensure
the correctness of the controller evaluation. In each
simulation, the uncertainty of the above parameters
is randomly selected and the simulation results are

The rotor angles of gens (deg.)

0 1 2 3 4 5 6 7 8
t (second)

Figure 12. Rotor angles of the synchronous machines in
Scenario 2.

378.0

377.5}

377.0

376.5 |

376.0

The speeds of gens (rad/s)

[—G1 —G2 —G3 — G4 —G5 —G6 |
0 1 2 3 1 5 6 7 ]
t (second)

375.5

Figure 13. Rotor angular speeds of the synchronous
machines in Scenario 2.

stored. At the end, the results of the simulations are
averaged.

In this scenario, the HVDC-link controllers are
adjusted to:

1. Injecting the desired active and reactive powers to
the receiving end bus;

2. The buses of the both ends of the HVDC-link have
the desired voltage magnitudes.

The process of analyzing the network during and
after the fault has been performed according to the
procedure described in Section 4. Figures 12 and
13 show the rotor angles and angular speeds of the
synchronous machines, respectively, in this scenario.

Figure 14 shows the dampers and field windings
currents for the synchronous Machine 3 as an example.
This figure shows that during the fault-time, transient
currents are generated in the damper windings, and
when the fault is cleared, these currents converge to
Zer0.

In this study, the HVDC link is modeled in detail.
Figure 15 shows the voltage magnitude of the HVDC
link on both sides of buses, the voltage of the DC link,
and the injected active power to the receiving end of
the HVDC link.

This figure illustrates the transients and dynamics
of the HVDC-link waveforms in the face of system’
parametric uncertainties and an asymmetrical fault.



2534

U)

Ifd for G3 (P.

t (second)

U
o
ot

o
=

'
(=}
—_

Ikql for G3 (P.U.)

t (second)

A. Samanfar et al./Scientia Iranica, Transactions D: Computer Science & ...

29 (2022) 2526-2536

5 02
=
<
C o.or' ~
-
S
g -0.2
0 2 4 6 8
t (second)
=
9__;/ 0.5
™
&)
w 0.0
£
T
= -0.5
0 2 4 6 8

t (second)

Figure 14. Currents of field and damper windings of the synchronous machine 3 in Scenario 2.
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Figure 15. Waveforms related to HVDC in Scenario 2.

At last, Figure 16 shows the rotor angular speeds of
the synchronous machines in Scenario 2 if, instead of
an SLG fault, a Three-Line-to-Ground (TLG) fault is
considered.

The simulation results in these scenarios indicate
that the proposed controller improves the network
stability under structural and parametric uncertainties.

6. Conclusion

In this paper, an ASM decentralized excitation con-
troller was proposed to improve the stability of power
systems under different uncertainties. Designing of
the proposed controller was comparatively simple and
effective and it required only local generator informa-
tion. Simulation results on a multi-machine power
system including an HVDC link show the satisfactory
performance of the proposed controller. Also, the

The speeds of gens (rad/s)

—G1—G2-G 14—G5—G6
374 . . . | Cl‘ =2 \GS (\’4 G.5 ‘
0 1 2 3 4 5 6 7 8
t (second)

Figure 16. Rotor angular speeds of the synchronous
machines in Scenario 2 for a TLG fault.

results demonstrate that the proposed controller needs
lower control costs in comparing the CSM controller.
Therefore, by using this controller, the probability of
occurrence of the chattering phenomenon was reduced.
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Furthermore, in this paper, by using the space-phasor
based sequence networks method, a procedure was
proposed for dynamic analysis of power systems. The
method is systematic such that it is simply possible
to repeat the study of asymmetrical faults in different
parts of the network by making minor changes to the
admittance matrices of the sequence networks.
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