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Abstract. The ratio, product, and regression estimators are commonly constructed based
on conventional measures such as mean, median, quartiles, semi-interquartile range, semi-
interquartile average, coe�cient of skewness, and coe�cient of kurtosis. In the case of the
presence of outliers, these conventional measures lose their e�ciency/performance ability
and hence are less e�cient as compared to those measures which performed e�ciently in
the presence of outliers. This study o�ers an improved class of estimators for estimating
the population variance using robust dispersion measures such as probability-weighted
moments, Gini, Downton and Bickel, and Lehmann measures of an auxiliary variable. Bias,
mean square error and minimum mean square error of the suggested class of estimators
have been derived. Application with two natural data sets is also provided to explain the
proposal for practical considerations. In addition, a robustness study is also carried out to
evaluate the performance of the proposed estimators in the presence of outliers by using
environmental protection data. The results reveal that the proposed estimators perform
better than their competitors and are robust, not only in simple conditions but also in the
presence of outliers.
© 2021 Sharif University of Technology. All rights reserved.

1. Introduction

Almost every sphere of life is prone to variation.
For instance, a factory could produce �ve thousand
piston rings of a speci�c size, and the exact size of
a single- piston ring could vary slightly, even though
they are all intended to be `nominally' of the same
size. It is because of the unavoidable variability in the
manufacturing process, many more situations (such as
manufacturing industry, pharmaceutical laboratories,
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medical and biological sciences and agriculture sec-
tors having populations of di�erent nature) can come
across in practice where variation is present (cf. [1]).
Therefore, the estimation of population variability is
very important and has a major impact on obtaining
accurate results.

In survey sampling, the use of auxiliary informa-
tion can be adopted in the form of a ratio, product,
and regression methods of estimation to get more
precise estimators of the population variance of the
study variable. The ratio and product methods of
estimation are useful when there exists a high positive
and negative correlation between the study variable,
say y, and the auxiliary variable, say x, respectively
(cf. [2]). The ratio method of estimation loses its
e�ciency when the regression line of y on x does not
pass through the origin and in this situation regression
method of estimation is a suitable choice (cf. [2]).
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Various types of estimators have been developed
in the context of ratio, product, and regression es-
timators for estimating population variance by using
the known auxiliary information based on di�erent
conventional measures such as mean, median, quartiles,
semi-interquartile range, semi-interquartile average,
coe�cient of skewness, coe�cient of kurtosis, etc. In
this regard, the works [3{25].

A major disadvantage related with the estimators
proposed by Isaki [3], Upadhyaya and Singh [4], Kadilar
and Cingi [5], Subramani and Kumarapandiyan [6{9],
and Khan and Shabbir [10] is that these estimators lose
their e�ciency and performance ability in the presence
of outliers (cf. [25{27]). For case with outliers, robust
estimators are preferred and are of more practical
use, because these estimators are not a�ected by the
outliers. The development of a ratio estimator of
variance that o�ers e�ciency and robustness in the
presence of outliers and measurement error in the
data is a neglected area in survey sampling. So, the
main concern of this work is to develop such kinds of
estimators that perform well in the presence of outliers.
In this study, a general class of estimators using robust
measures of dispersion such as Probability-Weighted
Moments (PWM), Gini, Downton, and Bickel and
Lehmann measures for estimating population variance
of the study variable. A major advantage of assuming
these measures is their ability to be stable in the
presence of outliers. The theoretical properties of these
robust measures have been thoroughly investigated by
Muhammad and Riaz [28], Gini [29], Downton [30], and
Bickel and Lehmann [31], and these robust measures
are considered to enhance the e�ciency of the ratio
estimator of variance in Simple Random Sampling
Without Replacement (SRSWOR) scheme.

The rest of the article is planned as follows:
Section 2 o�ers a comprehensive explanation of the
existing variance estimators. The formation and per-
formance assessment of the suggested estimators with
existing estimators are given in Section 3. Section 4
includes a practical and robustness study of suggested
estimators. In the end, concluding remarks are pre-
sented in Section 5.

2. Existing estimators

Isaki [3] proposed a usual ratio estimator to estimate
the population variance (S2

Y ) of the study variable by
using the known auxiliary information on the popula-
tion variance (S2

X) of the auxiliary variable and it is
de�ned as:

Ŝ2
E1 = s2

y

�
S2
X
s2
x

�
; s2

x 6= 0; (1)

where s2
y and s2

x are the sample mean of the study and
auxiliary variables.

The approximate bias and Mean Square Error
(MSE) of the Isaki [3] is given as:

Bias
�
Ŝ2
E1

� �=  S2
y
�
(�2(x) � 1)� (�22 � 1)

�
; (2)

MSE
�
Ŝ2
E1

� �= S4
y
�
(�2(y) � 1) + (�2(x) � 1)

�2(�22 � 1)] : (3)

Upadhyaya and Singh [4] suggested an estimator to
investigate population variance and showed that their
suggested estimator is more e�cient in comparison to
the Isaki [3]. Upadhyaya and Singh [4] estimator is
written as:

Ŝ2
E2 = s2

y

�
S2
X + �2(x)

s2
x + �2(x)

�
;

where �2(x) is the coe�cient of kurtosis.
Based on the known auxiliary information on the

coe�cient of variation (Cx) and �2(x), Kadilar and
Cingi [5] suggested some new estimators as follows:

Ŝ2
E3 =s2

y

�
S2
X+Cx
s2
x+Cx

�
; Ŝ2

E4 =s2
y

�
�2(x)S2

X+Cx
�2(x)s2

x+Cx

�
;

Ŝ2
E5 = s2

y

�
CxS2

X + �2(x)

Cxs2
x + �2(x)

�
:

Subramani and Kumarapandiyan [6] proposed an esti-
mator by utilizing the information on the median (Md)
of an auxiliary variable and it is de�ned below:

Ŝ2
E6 = s2

y

�
S2
X +Md

s2
x +Md

�
:

Based on quartiles and their function of an auxiliary
variable, Subramani and Kumarapandiyan [7] devel-
oped various ratio estimators which are shown below:

Ŝ2
E7 = s2

y

�
S2
X +Q1

s2
x +Q1

�
; Ŝ2

E8 = s2
y

�
S2
X +Q3

s2
x +Q3

�
;

Ŝ2
E9 =s2

y

�
S2
X+Qr
s2
x +Qr

�
; Ŝ2

E10 =s2
y

�
S2
X+Qd
s2
x +Qd

�
;

Ŝ2
E11 = s2

y

�
S2
X +Qa
s2
x +Qa

�
;

where Q1, Q3, Qr, Qd, and Qa are the �rst quartile,
third quartile, inter-quartile range, semi-quartile range,
and semi-quartile average, respectively.

To incorporate the information on the deciles
of an auxiliary variable, Subramani and Kumara-
pandiyan [8] introduced the following estimators:

Ŝ2
E12 =s2

y

�
S2
X +D1

s2
x +D1

�
; Ŝ2

E13 =s2
y

�
S2
X +D2

s2
x +D2

�
;
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Ŝ2
E14 =s2

y

�
S2
X +D3

s2
x +D3

�
; Ŝ2

E15 =s2
y

�
S2
X +D4

s2
x +D4

�
;

Ŝ2
E16 =s2

y

�
S2
X +D5

s2
x +D5

�
; Ŝ2

E17 =s2
y

�
S2
X +D6

s2
x +D6

�
;

Ŝ2
E18 =s2

y

�
S2
X +D7

s2
x +D7

�
; Ŝ2

E19 =s2
y

�
S2
X +D8

s2
x +D8

�
;

Ŝ2
E20 =s2

y

�
S2
X +D9

s2
x +D9

�
; Ŝ2

E21 =s2
y

�
S2
X+D10

s2
x+D10

�
:

Making use of the information of CX and Md, Subra-
mani and Kumarapandiyan [9] introduced an estimator
which is given below:

Ŝ2
E22 = s2

y

�
CXS2

X +Md

CXs2
x +Md

�
:

Khan and Shabbir [10] have suggested an estimator
based on the coe�cient of correlation (�) and Q3 which
is given below:

Ŝ2
E23 = s2

y

�
�S2

X +Q3

s2
x�+Q3

�
:

The bias and MSE of the existing estimators suggested
by Upadhyaya and Singh [4], Kadilar and Cingi [5],
Subramani and Kumarapandiyan [6{9], and Khan and
Shabbir [10] i.e., Ŝ2

Ei, i = 2; 3; � � � ; 23 up to the �rst
degree of approximation are listed below:

Bias
�
Ŝ2
Ei

� �= �S2
y
�
R2
i (�04 � 1)�Ri(�22 � 1)

�
; (4)

MSE
�
Ŝ2
Ei

� �= �S4
y
�
(�40 � 1) +R2

i (�04 � 1)

�2Ri(�22 � 1)] ; (5)

where:

R2 =
S2
X

S2
X + �2(X)

; R3 =
S2
X

S2
X + CX

;

R4 =
CXS2

X
CXS2

X+�2(X)
; R5 =

�2(X)S2
X

�2(X)S2
X + CX

;

R6 =
S2
X

S2
X +Md

; R7 =
S2
X

S2
X +Q1

;

R8 =
S2
X

S2
X +Q3

; R9 =
S2
X

S2
X +Qr

;

R10 =
S2
X

S2
X +Qd

; R11 =
S2
X

S2
X +Qa

;

R12 =
S2
X

S2
X +D1

; R13 =
S2
X

S2
X +D2

;

R14 =
S2
X

S2
X +D3

; R15 =
S2
X

S2
X +D4

;

R16 =
S2
X

S2
X +D5

; R17 =
S2
X

S2
X +D6

;

R18 =
S2
X

S2
X +D7

; R19 =
S2
X

S2
X +D8

;

R20 =
S2
X

S2
X +D9

; R21 =
S2
X

S2
X +D10

;

R22 =
CXS2

X
CXS2

X +Md
; R23 =

�S2
X

�S2
X +Q3

:

3. The proposed class of estimators

In this section, we propose a general class of ratio
estimator of variance to evaluate S2

Y by adopting the
information on robust measures of dispersion such
as PWM, Gini, Downton and Bickel, and Lehmann
measures of an auxiliary variable. The PWM are
investigated by Muhammad and Riaz [28] and they are
de�ned as:

PWM =
p
�

N2

NX
i=1

(2i�N � 1)X(i);

where X(i) is ith order statistic of the population.
The PWM is more e�cient than conventional measures
against outliers and therefore, provides more e�ective
estimators than conventional measures (cf. [26]). The
next measure included in this study is the Gini (G)
measure suggested by Gini [29] and it is stated as:

GX =
4

N � 1

NX
i=1

�
2i�N � 1

2N

�
X(i):

The G measure is also more robust than the conven-
tional measures in the presence of outliers (cf. [32]).
The Downton (D) measure is introduced by Down-
ton [30] and is written as:

D =
2
p
�

N(N � 1)

NX
i=1

�
i� N + 1

2

�
X(i):

The main purpose to include D in this study is that it
remains stable to outliers (cf. [26]). The last measure
included in this study was suggested by Bickel and
Lehmann [31] and hereafter named as Bn. The Bn
measure is obtained by replacing pairwise averages with
pairwise distances and it is de�ned as:

Bn = 1:0483 (median jxi � xlj ; i < l) :

This robust measure also has an e�ciency to perform
better against outliers in the data (cf. [33]).

The proposed class of estimators to estimate S2
y

is de�ned as:
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Ŝ2
P = �

24s2
y

�
 S2

X + �
 s2

x + �

�  S2
X

 S2
X+�

35 ; (6)

where � is the constant lies between 0 � � � 1,
 ( 6= 0) and � are functions of the known parameters of
auxiliary variable such as PWM, G, D, Bn, Cx, �, etc.

To �nd the bias, the MSE, and the minimum MSE
of the suggested class of estimators, Ŝ2

p , we used the
following conventions:

"0 =
s2
y � S2

y

S2
y

; "1 =
s2
x � S2

x
S2
x

:

Further, we can write:

s2
y = S2

y(1 + "0) and s2
x = S2

x(1 + "1);

where, "0 and "1 are the relative error of study and
auxiliary variables, respectively.

Using the de�nition of "0 and "1, it can be shown
that E("0) = E("1) = 0. Also E("2

0) = �(�40 � 1),
E("2

1) = �(�04 � 1), and E("0"1) = �(�22 � 1), where:

�40 = �40=�2
20; �04 = �04=�2

02;

�22 = �22=�20�02;

�rs = (N � 1)�1
NX
i=1

(Yi � �Y )r
�
Xi � �X

�s ;
S2
Y = (N � 1)�1

NX
i=1

�
Yi � �Y

�2 ;
S2
X = (N � 1)�1

NX
i=1

�
Xi � �X

�2 ;
s2
y = (n� 1)�1

nX
i=1

(yi � �y)2 ;

and:

s2
x = (n� 1)�1

nX
i=1

(xi � �x)2 :

So, Eq. (6) can be written in terms of "0 and "1 as
follows:

Ŝ2
P = �

�
S2
y(1 + "0)(1 + �j"1)��j

�
;

j = 1; 2; � � � ; 12; (7)

where:

�1 =
S2
X

S2
X + PWM

; �2 =
�S2

X
�S2

X + PWM
;

�3 =
CxS2

X
CxS2

X + PWM
; �4 =

S2
X

S2
X +G

;

�5 =
�S2

X
�S2

X +G
; �6 =

CxS2
X

CxS2
X +G

;

�7 =
S2
X

S2
X +D

; �8 =
�S2

X
�S2

X +D
;

�9 =
CxS2

X
CxS2

X +D
; �10 =

S2
X

S2
X +Bn

;

�11 =
�S2

X
�S2

X +Bn
; �12 =

CxS2
X

CxS2
X +Bn

:

Expanding Eq. (7) up to the �rst degree of approxima-
tion provides:

Ŝ2
P =�

�
S2
y

�
1 + "0 ��2

j"1 +
1
2

�3
j
�
1 + �2

j
�
"2

1

��2
j"0"1

��
;

Ŝ2
P � S2

y = �S2
y + �

�
S2
y

�
"0 ��2

j"1

+
1
2

�3
j (1 + �2

j )"
2
1 ��2

j"0"1

��
� S2

y : (8)

The bias of an estimator Ŝ2
P is de�ned as:

Bias
�
Ŝ2
P

�
= E

�
Ŝ2
P � S2

y

�
:

Applying expectation on both sides of Eq. (8), we get:

E
�
Ŝ2
P � S2

y

�
= (�� 1)S2

y + �
�
S2
y

�
E("0)

��2
jE("1)+

1
2

�3
j (1+�2

j )E("2
1)��2

jE("0"1)
��
;

Bias
�
Ŝ2
P

� �=(�� 1)S2
y + ��S2

y

�
�2
j

�
1
2

�j

(1 + �2
j )(�04 � 1)� (�22 � 1)

��
: (9)

The MSE of an estimator Ŝ2
P is de�ned as:

MSE
�
Ŝ2
P

�
= E

�
Ŝ2
P � S2

y

�2
:

Thus, squaring and then applying expectation on both
sides of Eq. (8), we get:

E
�
Ŝ2
P � S2

y

�2
= [(�� 1)2S4

y +
�
��2S4

y
	
E("2

0)

+ �S4
y
�
�2�3

j (1 + 2�j)� ��3
j (1 + �j)

	
E("2

0)

+ �S4
y
�
�2(4�2

j )� �(2�2
j )E("0"1)

	
]:
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After substituting the values of E("2
0), E("2

0) and
E("0"1) in the above equation, we obtain:

MSE
�
Ŝ2
P

� �= (�� 1)2S4
y + �1(�40 � 1)

+ �2(�04 � 1)� �3(�22 � 1); (10)

where
�1 = ��2S4

y ;

�2 = �S4
yf�2�3

j (1 + 2�j)� ��3
j (1 + �j)g;

�3 = �S4
yf�2(4�2

j )� �(2�2
j )g:

Di�erentiating Eq. (10) with respect to � and then
setting it equal to zero, we get the equation shown in
Box I, where:

A = 2S4
y+�S4

yf�3
j (1+�j)(�04�1)�2�2

j (�22�1)g;
B =2S4

y + 2�S4
y [(�40 � 1) + �3

j (1 + 2�j)(�04 � 1)

� 4�2
j (�22 � 1)]:

Putting �opt in Eq. (10), we obtain the minimum MSE
of Ŝ2

P :

MSE
�
Ŝ2
P

�
min
�= S2

y

�
S2
y � A2

2BS2
y

�
: (11)

3.1. Some members of the proposed class of
estimators

In this subsection, we will propose some new estimators
which belong to the proposed class of estimators given
in Eq. (6) by substituting di�erent values of �,  , and �.

Remark 3.1. If we put (�;  ; �) = (1; 0; 1) in Eq. (6)
then the proposed class reduces to the traditional
simple random sampling estimator.

Ŝ2
E0 = s2

y:

Remark 3.2. If we substitute (�;  ; �) = (1; 1; 0) in
Eq. (6) then proposed class belongs to the Isaki [3]
estimator as follows:

Ŝ2
E1 = s2

y

�
S2
x
s2
x

�
; s2

x 6= 0:

Remark 3.3. If we put di�erent choices of
 (1; �; Cx) and �(PWM; G;D;Bn) in Eq. (6) then some
new members belong to the proposed class Ŝ2

P as below:

Ŝ2
P1 = �s2

y

�
S2
X + PWM
s2
x + PWM

� S2
X

S2
X+PWM

;

Ŝ2
P2 = �s2

y

�
�S2

X + PWM
�s2
x + PWM

� �S2
X

�S2
X+PWM

;

Ŝ2
P3 = �s2

y

�
CXS2

X + PWM
CXs2

x + PWM

� CXS
2
X

CXS
2
X+PWM

;

Ŝ2
P4 = �s2

y

�
S2
X +G
s2
x +G

� S2
X

S2
X+G

;

Ŝ2
P5 = �s2

y

�
�S2

X +G
�s2
x +G

� �S2
X

�S2
X+G

;

Ŝ2
P6 = �s2

y

�
CXS2

X +G
CXs2

x +G

� CXS
2
X

CXS
2
X+G

;

Ŝ2
P7 = �s2

y

�
S2
X +D
s2
x +D

� S2
X

S2
X+D

;

Ŝ2
P8 = �s2

y

�
�S2

X +D
�s2
x +D

� �S2
X

�S2
X+D

;

Ŝ2
P9 = �s2

y

�
CXS2

X +D
CXs2

x +D

� CXS
2
X

CXS
2
X+D

;

Ŝ2
P10 = �s2

y

�
S2
X +Bn
s2
x +Bn

� S2
X

S2
X+Bn

;

Ŝ2
P11 = �s2

y

�
�S2

X +Bn
�s2
x +Bn

� �S2
X

�S2
X+Bn

;

Ŝ2
P12 = �s2

y

�
CXS2

X +Bn
CXs2

x +Bn

� CXS
2
X

CXS
2
X+Bn

:

Remark 3.4. We can also get some new members
which belong to the proposed class by replacing Cx
and � by �1(x) and �2(x).

The theoretical and numerical comparisons are
usually performed between the proposed and the ex-
isting estimators. In the next sections, we present

�opt =
2S4

y + �S4
yf�3

j (1 + �j)(�04 � 1)� 2�2
j (�22 � 1)g

2S4
y + 2�S4

y [(�40 � 1) + �3
j (1 + 2�j)(�04 � 1)� 4�2

j (�22 � 1)]
=
A
B
:

Box I
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these comparisons between the proposed and existing
estimators. The performance comparison is carried
out on the basis of MSE. The proposed family of
estimators is compared with the estimators suggested
by Upadhyaya and Singh [4], Kadilar and Cingi [5],
Subramani and Kumarapandiyan [6{9], and Khan and
Shabbir [10].

3.2. E�ciency comparisons
In this section, we �nd the conditions in which
the proposed estimators perform more e�ciently in
comparison to the traditional and the existing ratio
estimators of variance.

3.2.1. Comparison with traditional ratio estimator
The proposed estimators are more e�cient than the
traditional ratio estimator suggested by Isaki [3], if they
have smaller values of MSE against Isaki [3] estimator.
Mathematically, it is de�ned as:

MSE
�
Ŝ2
P

�
min

< MSE
�
Ŝ2
�1

�
:

By Eqs. (3) and (11):

S2
y

�
S2
y � A2

2BS2
y

�
< �S4

y [(�40 � 1) + (�04 � 1)

� 2(�22 � 1)]:

After some simpli�cation, we get:
A2 > 2BS4

yf1� �(�40 + �04 � 2�22)g: (12)

3.2.2. Comparison with existing estimators
The proposed estimators perform better if the values
of MSE of the suggested estimators are lesser than
the values of MSE of existing estimators proposed
by Upadhyaya and Singh [4], Kadilar and Cingi [5],
Subramani and Kumarapandiyan [6{9], and Khan and
Shabbir [10] and in algebraic form, it is expressed as:

MSE
�
Ŝ2
P

�
min

< MSE
�
Ŝ2
�i

�
; i = 2; 3; :::; 23:

By Eqs. (5) and (11):

S2
y

�
S2
y � A2

2BS2
y

�
< �S4

y [(�40 � 1) +R2
i (�04 � 1)

� 2Ri(�22 � 1)]:

After solving the above equation, we obtain:
A2 >2BS4

yf1� �(�40 � 1) +R2
i (�04 � 1)

� 2Ri(�22 � 1)g: (13)

If the conditions given in Eqs. (12) and (13) are
held then it indicates the supremacy of the proposed
estimators against the existing estimators discussed in
Section 2.

In the next section, we present the empirical and
outliers study comparisons between the proposed and
the existing estimators.

4. Empirical study

To assess the performance of the suggested estimators
against their competing estimators, we use two real
populations. The descriptions of two populations are
given below:

Population I (Source: Murthy [34], page 228):

Y = Output; X = The number of workers;

N = 80; n = 20; �Y = 51:826;

�X = 2:851; � = 0:915; Sy = 18:357;

Cy = 0:354; Sx = 2:704; Cx = 0:948;

�04 = 3:581; �40 = 2:267; �22 = 2:323;

Md = 1:480; Q1 = 0:865; Q3 = 4:453;

Qr = 3:588; Qd = 1:794; Qa = 2:659;

PWM = 2:448; G = 2:797; D = 2:479;

Bn = 2:101:

Population II (Source: Murthy [34], page 228):

Y = Output; X = The �xed capital;

N = 80; n = 20; �Y = 51:826;

�X = 11:265; � = 0:941; Sy = 18:357;

Cy = 0:354; Sx = 8:456; Cx = 0:751;

�04 = 2:866; �40 = 2:267; �22 = 2:221;

Md = 7:575; Q1 = 5:150; Q3 = 16:975;

Qr = 11:825; Qd = 5:913; Qa=11:063;

PWM = 7:913; G = 9:040; D = 8:013;

Bn = 6:714:

The validity and utility of an estimator are generally
assessed by the metric called MSE (cf. [4,5,25]). The
MSE measures the divergence of the estimator (�̂)
values from the true parameter (�) value and math-
ematically it is de�ned as:

MSE = E
�
�̂ � ��2

: (14)

We also �nd the Percentage Relative E�ciencies
(PREs) of proposed and existing estimators with
respect to the traditional ratio estimator of variance.



M. Abid et al./Scientia Iranica, Transactions E: Industrial Engineering 28 (2021) 3589{3601 3595

The mathematical expressions of PREs are given be-
low:

PRE (Ei;E1) =
MSE

�
Ŝ2
E1

�
MSE

�
Ŝ2
Ei

� ; (15)

PRE (Pj ;E1) =
MSE

�
Ŝ2
E1

�
MSE

�
Ŝ2
Pj

� ; (16)

where, i = 2; 3; � � � ; 23, j = 1; 2; � � � ; 9. The values of
MSE and PREs are given in Table 1.

To get more insight into the study, we also used
a new measure called the Percentage Decrease (PD) in
MSE which hereafter is named as MSEPD. The values
of MSEPD between existing and proposed estimators
are given in Table 2. An estimator which has a larger
MSEPD is considered to be better as compared to other
estimators. The MSEPD can be computed as:

MSEPD =
(MSEE �MSEp)

MSEE
� 100:

From the analysis of Tables 1 and 2, the key observa-
tions about the study could be summarized as follows:

i. By comparing all existing estimators, it is found
that the performance of the estimators Ŝ2

E19 and
Ŝ2
E20 is relatively better for Populations I and II,

respectively;
ii. By comparing all proposed estimators with the

usual ratio estimator and existing estimators, it is
observed that proposed estimators perform more
e�ciently due to smaller MSE values and higher
PREs values;

iii. It is seen that proposed estimators have lesser
values of MSE ranges from (2393, 2421) and (1950,
2102) against existing estimators for Populations I
and II, respectively;

iv. It is also observed that the proposed estimators
have higher values of PREs ranges from (209.81,
213.62) and (140.05, 150.97) against their com-
peting estimators for Populations I and II, respec-
tively;

v. The estimators Ŝ2
P8 and Ŝ2

P6 have smaller values
of MSE (2393, 1950) and higher values of PREs
(213.62,150.97) by comparing all other proposed
estimators for Populations I and II, respectively;

vi. The estimator Ŝ2
P8 has a larger MSEPD against

other proposed estimators for Population I in
comparison to existing estimators (cf. Table 2).

A graphical comparison between the proposed
and the existing estimators is also made. Most e�-
cient estimators from the existing estimators suggested
by Isaki [3], Upadhyaya and Singh [4], Kadilar and
Cingi [5], Subramani and Kumarapandiyan [6{9], and

Table 1. Values of Mean Square Error (MSE) and
Percentage Relative E�ciency (PRE) for empirical study.

Estimators Population I Population II
Usual MSE PRE MSE PRE
Ŝ2
R 5112 100 2944 100

Existing:
Ŝ2
E1 2780 183.90 2744 107.29
Ŝ2
E2 4028 126.92 2888 101.95
Ŝ2
E3 4752 107.59 2924 100.68
Ŝ2
E4 2741 186.55 2686 109.62
Ŝ2
E5 3622 141.17 2491 118.22
Ŝ2
E6 4103 124.61 2609 112.83
Ŝ2
E7 2634 194.10 2183 134.88
Ŝ2
E8 2779 183.99 2326 126.57
Ŝ2
E9 3430 149.06 2572 114.46

Ŝ2
E10 3039 168.25 2351 125.26
Ŝ2
E11 4317 118.43 2693 109.32
Ŝ2
E12 4186 122.12 2641 111.49
Ŝ2
E13 4020 127.19 2568 114.66
Ŝ2
E14 3796 134.70 2528 116.45
Ŝ2
E15 3622 141.17 2491 118.22
Ŝ2
E16 3304 154.75 2450 120.19
Ŝ2
E17 2778 184.01 2234 131.80
Ŝ2
E18 2575 198.55 2158 136.44
Ŝ2
E19 2504 204.16 2053 143.39
Ŝ2
E20 2643 193.46 1996 147.51
Ŝ2
E21 3569 143.23 2386 123.40
Ŝ2
E22 2588 197.52 2160 136.30

Proposed:
Ŝ2
P1 2400 212.99 2053 143.40
Ŝ2
P2 2393 213.62 2036 144.63
Ŝ2
P3 2395 213.49 1977 148.92
Ŝ2
P4 2394 213.55 2015 146.08
Ŝ2
P5 2405 212.56 2000 147.25
Ŝ2
P6 2399 213.10 1950 150.97
Ŝ2
P7 2399 213.13 2049 143.66
Ŝ2
P8 2393 213.62 2032 144.88
Ŝ2
P9 2394 213.55 1974 149.13

Ŝ2
P10 2437 209.81 2102 140.05
Ŝ2
P11 2412 211.99 2084 141.28
Ŝ2
P12 2421 211.20 2019 145.86

Khan and Shabbir [10] and from the proposed esti-
mators are chosen and then compared. Figure 1(a)
and (b), depict that the proposed estimators have
smaller values of MSE in comparison to the existing
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Table 2. Percentage decrease in Mean Square Error (MSE) for Population I.

Existing Proposed
Ŝ2
P1 Ŝ2

P2 Ŝ2
P3 Ŝ2

P4 Ŝ2
P5 Ŝ2

P6 Ŝ2
P7 Ŝ2

P8 Ŝ2
P9 Ŝ2

P10 Ŝ2
P11 Ŝ2

P12

Ŝ2
R 53.052 53.189 53.149 53.169 52.954 53.071 53.071 53.189 53.169 52.328 52.817 52.641

Ŝ2
E1 13.669 13.921 13.849 13.885 13.489 13.705 13.705 13.921 13.885 12.338 13.237 12.914
Ŝ2
E2 40.417 40.591 40.541 40.566 40.293 40.442 40.442 40.591 40.566 3Z9.499 40.119 39.896
Ŝ2
E3 49.495 49.642 49.600 49.621 49.390 49.516 49.516 49.642 49.621 48.716 49.242 49.053
Ŝ2
E4 12.441 12.696 12.623 12.660 12.258 12.477 12.477 12.696 12.660 11.091 12.003 11.675
Ŝ2
E5 33.738 33.932 33.876 33.904 33.600 33.766 33.766 33.932 33.904 32.717 33.407 33.158
Ŝ2
E6 41.506 41.677 41.628 41.652 41.384 41.531 41.531 41.677 41.652 40.604 41.214 40.994
Ŝ2
E7 8.884 9.150 9.074 9.112 8.694 8.922 8.922 9.150 9.112 7.479 8.428 8.087
Ŝ2
E8 13.638 13.890 13.818 13.854 13.458 13.674 13.674 13.890 13.854 12.307 13.206 12.882
Ŝ2
E9 30.029 30.233 30.175 30.204 29.883 30.058 30.058 30.233 30.204 28.950 29.679 29.417

Ŝ2
E10 21.027 21.257 21.191 21.224 20.862 21.060 21.060 21.257 21.224 19.809 20.632 20.336
Ŝ2
E11 44.406 44.568 44.522 44.545 44.290 44.429 44.429 44.568 44.545 43.549 44.128 43.919
Ŝ2
E12 42.666 42.833 42.785 42.809 42.547 42.690 42.690 42.833 42.809 41.782 42.379 42.164
Ŝ2
E13 40.299 40.473 40.423 40.448 40.174 40.323 40.323 40.473 40.448 39.378 40.000 39.776
Ŝ2
E14 36.776 36.960 36.907 36.934 36.644 36.802 36.802 36.960 36.934 35.801 36.459 36.222
Ŝ2
E15 33.738 33.932 33.876 33.904 33.600 33.766 33.766 33.932 33.904 32.717 33.407 33.158
Ŝ2
E16 27.361 27.573 27.512 27.542 27.209 27.391 27.391 27.573 27.542 26.241 26.998 26.725
Ŝ2
E17 13.607 13.859 13.787 13.823 13.427 13.643 13.643 13.859 13.823 12.275 13.175 12.851
Ŝ2
E18 6.796 7.068 6.990 7.029 6.602 6.835 6.835 7.068 7.029 5.359 6.330 5.981
Ŝ2
E19 4.153 4.433 4.353 4.393 3.954 4.193 4.193 4.433 4.393 2.676 3.674 3.315
Ŝ2
E20 9.194 9.459 9.383 9.421 9.005 9.232 9.232 9.459 9.421 7.794 8.740 8.400
Ŝ2
E21 32.754 32.950 32.894 32.922 32.614 32.782 32.782 32.950 32.922 31.718 32.418 32.166
Ŝ2
E22 7.264 7.535 7.457 7.496 7.071 7.303 7.303 7.535 7.496 5.835 6.801 6.453

estimators which shows that proposed estimators are
more e�cient than the existing estimators.

4.1. Simulation study
A simulation study is also carried out to assess the per-
formance of the existing and proposed estimators. The
statistical programming language R is used to carry
out the simulation study. The following procedure is
adopted to compute the MSE of proposed and existing
estimators:

i. Generating a random sample of size n = 30 and 40
from the bivariate normal distribution;

ii. Computing the MSE of the proposed and exist-
ing estimators by using the expressions given in
Eqs. (3), (5), and (11) of the random samples
generated in Step (i);

iii. Repeating Steps (i) and (ii) 20000 times to obtain
MSEs;

iv. Averaging these MSEs to obtain the value of MSE
of proposed and existing estimators.

The results of the simulation study in terms of MSEs
are reported in Table 3 and Figure 2(a) and (b).
Following are the main �ndings based on these results:

i. The proposed estimators are more e�cient in com-
parison to the usual and existing ratio estimators
of variance;

ii. As the value of n increases, the value of MSE
decreases, and vice versa;

iii. From all the proposed estimators, the estimator
Ŝ2
p9 has the smaller MSE values for each choice of
n.

4.2. Performance of the proposed estimators
in case of outliers

As mentioned in the previous section, the estimators
suggested in this study are robust and e�cient for
case with outliers in the data. So, the e�ciency of
the proposed estimators against outliers is evaluated
in this section. For the said purpose, two natural
populations taken from the Italian national institute
for environment protection and research (cf. [35]) are
considered. The comparison between proposed and
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Figure 1. Mean Square Error (MSE) values of the
proposed and existing estimators for (a) Population I and
(b) Population II.

existing estimators for case with outliers is also done
on the basis of MSE and PREs.

The characteristics of the two populations are
listed below:

Population III (Source: ISPRA [35]):

Y = Total amount of recycled waste collection

in Italy in 2003;

X = The number of inhabitants in 2003;

N = 103; n = 40; �Y = 626:212;

�X = 557:191; � = 0:994; Sy = 913:541;

Cy = 1:457; Sx = 818:112; Cx = 1:468;

�04 = 37:322; �40 = 37:128; �22 = 37:206;

Md = 308:050; Q1 = 142:995; Q3 = 665:625;

Qr = 522:630 Qd = 261:315; Qa = 404:310;

PWM = 556:424; G = 633:885; D = 561:879;

Table 3. Values of Mean Square Error (MSE) based on
the simulation study.

Estimators n = 30 n = 40

Usual MSE MSE

Ŝ2
R 2840.26 1704.16

Existing:

Ŝ2
E1 1544.49 926.69

Ŝ2
E2 2237.78 1342.67

Ŝ2
E3 2639.79 1583.88

Ŝ2
E4 1522.53 913.52

Ŝ2
E5 2011.95 1207.17

Ŝ2
E6 2279.36 1367.61

Ŝ2
E7 1463.32 877.99

Ŝ2
E8 1543.69 926.21

Ŝ2
E9 1905.39 1143.23

Ŝ2
E10 1688.15 1012.89

Ŝ2
E11 2398.22 1438.93

Ŝ2
E12 2325.77 1395.46

Ŝ2
E13 2233.15 1339.89

Ŝ2
E14 2108.65 1265.19

Ŝ2
E15 2011.95 1207.17

Ŝ2
E16 1835.39 1101.24

Ŝ2
E17 1543.51 926.10

Ŝ2
E18 1430.51 858.30

Ŝ2
E19 1391.23 834.74

Ŝ2
E20 1468.12 880.87

Ŝ2
E21 1982.94 1189.77

Ŝ2
E22 1437.99 862.80

Proposed:

Ŝ2
P1 1368.40 827.85

Ŝ2
P2 1366.42 826.39

Ŝ2
P3 1365.74 825.84

Ŝ2
P4 1365.69 825.45

Ŝ2
P5 1369.00 827.05

Ŝ2
P6 1366.61 825.83

Ŝ2
P7 1366.24 826.25

Ŝ2
P8 1366.42 825.74

Ŝ2
P9 1365.44 825.39

Ŝ2
P10 1388.25 841.11

Ŝ2
P11 1373.94 831.66

Ŝ2
P12 1378.94 835.00
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Figure 2. Mean Square Error (MSE) values of the
proposed and existing estimators for simulation study: (a)
n = 30 and (b) n = 40.

Bn=370:155:

Population IV (Source: ISPRA [35]):

Y = Total amount of recycled waste collection

in Italy in 2003;

X = Total amount of recycled waste collection

in Italy in 2002,

N = 103; n = 40; �Y = 62:621;

�X = 556:554; � = 0:730; Sy = 91:354;

Cy = 1:459; Sx = 610:164; Cx = 1:096;

�04 = 17:874; �40 = 37:128; �22 = 17:222;

Md = 373:820; Q1 = 259:383; Q3 = 628:023;

Qr = 388:641 Qd = 183:320; Qa = 443:703;

Figure 3. Boxplot of (a) total amount of recycled waste
collection in Italy in 2003, (b) the number of inhabitants
in 2003, and (c) total amount of recycled waste collection
in Italy in 2002.

PWM = 423:086; G = 481:985; D = 427:234;

Bn=250:776:

In addition, boxplots of Populations III and IV are
provided to display that these populations contain
outliers. It is obvious from Figure 3(a){(c), that there
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Table 4. Values of Mean Square Error (MSE) and
Percentage Relative E�ciency (PRE) in the presence of
outliers.

Estimators Population III Population IV
Usual MSE PRE MSE PRE
Ŝ2
R 410046451 100 21895096 100

Existing:
Ŝ2
E1 409909759 100.03 21895029 100.00
Ŝ2
E2 410041027 100.00 21895092 100.00
Ŝ2
E3 410046305 100.00 21895096 100.00
Ŝ2
E4 409953093 100.02 21895035 100.00
Ŝ2
E5 408990614 100.26 21893721 100.01
Ŝ2
E6 409535853 100.12 21894138 100.00
Ŝ2
E7 407971280 100.51 21892809 100.01
Ŝ2
E8 408352366 100.41 21893740 100.01
Ŝ2
E9 409140202 100.22 21894413 100.00

Ŝ2
E10 408694436 100.33 21893469 100.01
Ŝ2
E11 409864755 100.04 21894430 100.00
Ŝ2
E12 409617086 100.10 21894267 100.00
Ŝ2
E13 409436534 100.15 21894075 100.00
Ŝ2
E14 409266406 100.19 21893902 100.01
Ŝ2
E15 408990614 100.26 21893721 100.01
Ŝ2
E16 408650755 100.34 21893498 100.01
Ŝ2
E17 408157840 100.46 21893156 100.01
Ŝ2
E18 407796113 100.55 21892274 100.01
Ŝ2
E19 406576970 100.85 21891734 100.02
Ŝ2
E20 425355684 96.40 21883109 100.05
Ŝ2
E21 409309476 100.18 21893840 100.01
Ŝ2
E22 407960318 100.51 21891990 100.01

Proposed:
Ŝ2
P1 403711178 101.57 14171434 154.50
Ŝ2
P2 403715386 101.57 14176295 154.45
Ŝ2
P3 403557550 101.61 14170280 154.51
Ŝ2
P4 403810934 101.54 14173262 154.48
Ŝ2
P5 403816787 101.54 14178797 154.42
Ŝ2
P6 403592339 101.60 14171948 154.50
Ŝ2
P7 403717552 101.57 14171563 154.50
Ŝ2
P8 403721868 101.57 14176471 154.45
Ŝ2
P9 403559699 101.61 14170397 154.51

Ŝ2
P10 403552638 101.61 14166083 154.56
Ŝ2
P11 403553952 101.61 14168966 154.53
Ŝ2
P12 403511522 101.62 14165398 154.57

exist outliers in Populations III and IV, so we believe
that the proposed class of estimators perform well
against their competitor estimators.

The MSE and PREs values of the existing and
the proposed estimators in the presence of outliers are
reported in Table 4. It is noted that when outliers

are present, the suggested estimators based on PWM,
G, D, and Bn show good resistance and perform
e�ciently against the existing estimators (cf. Table 4).
On the other hand, the existing estimators perform
badly in the presence of outliers in comparison to the
proposed estimators (larger MSE values and smaller
PREs values, (cf. Table 4)). For case with outliers,
the estimator Ŝ2

P12 performs well followed by the other
proposed estimators for Populations III and IV (cf.
Table 4). So, we can say that proposed estimators o�er
higher resistance against outliers as compared to the
existing estimators considered in this study.

5. Concluding remarks

This study proposes a class of estimators for estimating
population variance using robust measures of disper-
sion including probability-weighted moments, Gini,
Downton, and Bn measures. The performance of the
proposed estimators is compared with the competing
estimators suggested by Isaki [3], Upadhyaya and
Singh [4], Kadilar and Cingi [5], Subramani and Ku-
marapandiyan [6{9], and Khan and Shabbir [10]. The
mean square error and the percentage relative e�ciency
are used as performance metrics. It is found that the
suggested estimators o�er higher e�ciency than exist-
ing estimators due to smaller values of mean square
error and higher percentage relative e�ciency. When
there are outliers in the data, the proposed estimators
based on robust dispersion measures o�er quite robust
behavior relative to the existing estimators. In brief,
the proposed estimators based on PWM, G, D and Bn
behave very well under empirical and outliers studies.
The scope of the current work can also be extended to
other sampling techniques such as strati�ed sampling,
ranked set sampling, and systematic sampling.
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