Control parameter-based comparative study of radiation properties of TMCCAA and TMHSCAA
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Abstract. Two different configurations were used in this study for the optimal design of the radiated electric field pattern characteristics of antenna arrays. In addition, the array patterns of the isotropic elements of two circular array geometries were studied. Time-Modulated Concentric Circular Antenna Array (TMCCAA) and Time-Modulated Half Symmetric Circular Antenna Array (TMHSCAA) were also used for comparative analysis of the control parameters of the radiation properties of the antenna array. Collective Animal Behavior (CAB), an evolutionary approach, was then applied as the optimization tool. The effect of different control parameters of the TMCCAA radiation pattern was compared by considering two different cases, Case-1 and Case-2. Optimization of the spacing between each element in each ring indirectly led to the optimization of several elements in each ring. For TMCCAA, 279 isotropic elements, each containing one element at the centre, in an array were taken into account. In the second array, the impacts of different control parameters of the radiation pattern of TMHSCAA were compared by considering two different cases. Finally, the simulation results obtained for 20-element TMHSCAA with uniform amplitude and spacing were analyzed. Optimized SLL values obtained for Case-1 and Case-2 of TMCCAA were obtained as $-24.68$ dB and $-16.15$ dB, respectively.
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1. Introduction

The concept of array in antenna terminology has been developed to enhance the gain and directivity of any kind of antenna elements; yet, it is quite complicated, tedious, and costly to improve them at the individual element level. The main advantage of the antenna array is that one does not need to change the individual antenna dimensions \([1]\). It is an arrangement of an identical or non-identical antenna array as per the requirement of the radiation characteristics. The arrays are found in different types of structures, namely linear, circular, rectangular, and hybrid geometry structures. The pattern measurement for the antenna array far-field electric field is done based on three parameters, namely the current excitation, spacing between the elements, and excitation phase. These three parameters bear an imperative responsibility and restrain the quality of the radiation from the antenna array structure. Of note, optimization of different control parameters faces different levels of complexity. For instance, optimization of the excitation phase is too complex and costly to implement. In addition, the optimization and implementation of the excitation amplitude and distance between two consecutive antennas are easier than optimizing the excitation phase. Apart from the three fundamental restraint criteria
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used for radiation quality enhancement from antenna theory, there is one more robust and emerging control parameter known as “switching time” [2]. This can be incorporated in any conventional technique due to its considerable flexibility to adjust time as a control parameter [3–5]. Sideband generated due to the Radio Frequency (RF) switch is reduced by the optimization techniques [6–9]. Different time sequences are opted for the optimization [10,11]. Directional null in the time-modulated array was also presented in [12].

Optimization of the antenna array [13] is a complex problem that is non-linear and non-differentiable. Therefore, finding solutions to different types of a complex problem is impossible by conventional optimization or numerical techniques. Circular and concentric circular array geometries were presented in [14–18]. To overcome this problem, the evolutionary algorithm is applied to work out the composite non-linear and non-differentiable problems [19–26]. There are many evolutionary algorithms which are used for different fields of engineering [27–35] and optimization of antenna problem [36–40]. Development of element level antenna like the dielectric resonator antenna was reported in [41]. Apart from the optimization techniques, FTDT technique was also used in electromagnetic [42]. In this paper, Collective Animal Behavior (CAB)-based [43,44] optimization technique was used for the SLL reduction of Time-Modulated Concentric Circular Antenna Array (TMCCAA).

Section 2 discusses the theoretical background of TMCCAA. Section 3 presents and analyzes the simulation results. Section 4 gives the concluding remark of this study.

2. Theoretical background

Consider the geometry of nine-ring TMCCAA, where a total number of the concentric rings is nine. The mathematical modeling of this geometry in terms of the isotropic element is represented by Array Factor (AF), as given below [15]. Figure 1 shows the graphical representation of Concentric Circular Antenna Array (CCAA) structure.

\[
AF(\theta, \varphi) = e^{j2\pi f_0 t} \left\{ 1 + \sum_{p=1}^{P} \sum_{i=1}^{N_p} I_p U_p(t) \right. \\
\exp[jkr_p \sin \theta \cos(\phi - \phi_p)] \left. \right\},
\]

where \(I_p, N_p,\) and \(U_p(t)\) are the control parameters of the antenna array. The significance of \(I_p, N_p,\) and \(U_p(t)\) is their ability to control the radiation pattern of the antenna array. In addition, \(I_p\) denotes the current excitation amplitude value in the \(p\)th ring. There are nine rings in TMCCAA. In this research, \(I_p\) is kept constant or uniform for the case study to avoid the complexity and the Dynamic Range Ratio (DRR) problem; \(N_p\) denotes the total number of antennae present in the \(p\)th ring; \(r_p\) is the ring radius of the \(p\)th ring; \(\theta\) stands for the elevation plane on which the observation of the far-field is done; \(f_0\) is the centre frequency; and \(U_p(t)\) shows the switch connected with the ring.

Due to the properties of the periodic RF switch in the AF, it becomes time-modulated. Fourier series can carry out the AF frequency domain analysis of this periodic switch. Therefore, it will generate harmonic frequencies that correspond to the harmonic bands.

As a result, these harmonic frequencies will generate the harmonic pattern referred to as the sideband pattern. The first sideband corresponds to the first harmonic frequency; the second sideband corresponds to the second harmonic frequency, and so on. However, 95% of the sideband power is confined to the first five harmonic frequencies. Accordingly, Side-Band Level (SBL) in this paper is calculated until the 2nd harmonics.

Owing to the periodic nature of the switch, amplitude coefficients of the Fourier components can be represented as follows:

\[
a_{m,p} = \frac{I_p T_p}{f_p f} \sin c(m f_p f, T_p) e^{-j m f_p f, T_p},
\]

where \(m = 0\) is for the fundamental frequency. Based on Eqs. (1) and (2), AF can be re-written in the frequency domain as Eq. (3) [15]:

\[
AF_m(\theta, f) = \sum_{m=-\infty}^{\infty} \left\{ 1 + \sum_{p=1}^{P} \sum_{i=1}^{N_p} a_{m,p} \right. \\
\exp[jkr_p \sin \theta \cos(\phi - \phi_p)] \left. \right\} e^{j2\pi (f_0 + m f_p + T_p) \theta}.
\]

Time-Modulated Half Symmetric Circular Antenna Array (TMHSCAA) was taken into account to make
a comparison among the control parameters with $M$ ($= 4N$) with uniform amplitude $I_n = I$, the phases $\alpha_n$, and switching sequences of $\tau_n$ [24,25]. Figure 2 demonstrates a graphical representation and its antenna arrangement of the single ring circular antenna array.

$$AF(\phi, t) = \sum_{m=-\infty}^{\infty} \sum_{n=-N}^{N} \gamma e^{j2\pi([f_0 + mF_p] \tau_n)} \left[ \begin{array}{c} \frac{\alpha_n}{\gamma} \cos\left(\phi + \frac{2n\pi}{M}\right) \end{array} \right],$$

(4)

where:

$$\gamma = \begin{cases} 2 & \text{for } n = (-N + 1), \ldots, -2, 0, 2, \ldots, (N - 1) \\ 1 & \text{for } n = \{-N, N\} \end{cases}$$

$$i_{mn} = \frac{I_n \tau_n}{F_p} \sin(\pi m F_p \tau_n) e^{-j\pi m F_p \tau_n}.$$  

(5)

Different harmonic components are present due to Fourier series decomposition represented by $f_0 + mF_p$, where $m$ shows the number of harmonic frequencies ($m = 0, \pm 1, \pm 2, \ldots, \pm \infty$). Therefore, sideband components ($f_0 + mF_p, m \neq 0$) are given by:

$$AF_m(\phi, t) = \gamma e^{j2\pi([f_0 + mF_p] t)} \sum_{n=-N}^{N} i_{mn} \cos\left(\phi + \frac{2n\pi}{M}\right) + \alpha_n.$$  

(6)

3. Design of cost function

The cost function for getting a better SLL pattern for TMHSCAA is given below:

$$CF = w_1^s \left[ \sum_{\hat{\theta}_{LL}} AF_{SLL} + \sum_{\hat{\theta}_{UL}} AF_{SLL} \right] + w_2^s \left[ \sum_{\hat{\theta}_{LL}} AF_{SLL} + \sum_{\hat{\theta}_{UL}} AF_{SLL} \right] + w_3^s AF_{SBL,1,2} + w_4^s FNL. \quad (7)$$

Eq. (7) represents the cost function for the objective of the paper. Here, $w_1 = 0.4, w_2 = 0.6, w_3 = 0.4,$ and $w_4 = 1$ are the weighting factors assigned to different objectives of Eq. (7); $\hat{\theta}_{FNL}$ and $\hat{\theta}_{FNU}$ represent the lower and upper sides of the angular location of the first null of the main beam, respectively; $\hat{\theta}_{LL}$ and $\hat{\theta}_{UL}$ are the angular locations between $(-\pi/2, \hat{\theta}_{FNL})$ and $(\hat{\theta}_{FNU}, \pi/2)$; $AF_{SLL}$ is the calculated AF value on either side of the side lobe; and $AF_{SBL,1,2}$ denotes the calculated AF at the first and second harmonics, respectively.

The cost function for getting a better SLL pattern for TMHSCAA is given in the following:

$$CF = w_1 \times |AF_{SLL}(\phi_1, t) + AF_{SLL}(\phi_2, t)| / |AF_{MAX}(\phi, t)| + w_2 \times \left( \prod_{\phi_1}^{\phi_2} AF(\phi, t) + \prod_{\phi_2}^{\phi_3} AF(\phi, t) \right) + w_3 \times [FN_{current} - FN_{initial}]. \quad (8)$$

where $\phi_1$ and $\phi_2$ are the azimuth angles at which null occurs on either sides of the main beam, and $AF_{MAX}(\phi, t)$ is the value of AF where the maximum main beam $AF(\phi, t)$ can be obtained. While the first term contributes to decreasing the SLL, the second one contributes to incorporation of nulls in the entire range of $\phi_1$ to $-\pi$ and $\phi_2$ to $\pi$. The third term maintains the computed First Null Beam Width (FNBW) and reference FNBW. Weighting factors $w_1, w_2,$ and $w_3$ are set according to the priority of the optimization contribution, which is based on personal and group experience.

The cost function is taken into consideration to reduce the side lobe level of the radiation pattern. The primary objective of the cost function in this study was minimization problem. While the numerator represents the absolute value of the maximum side lobe, the denominator represents the maximum value of the main beam. This is ratio of maximum side lobe level to the main beam of the radiation pattern of the AF. When the variable parameter passes through the cost function with the help of CAB, it will choose the appropriate value of the antenna variable parameter to be optimized. Therefore, once the number of iterations
increases, CAB tries to minimize the cost function. The selected cost function is a minimization function, meaning that it tries to reduce the value of the side lobe level. The number of iterations can be fixed when there is no more improvement in or negligible tolerance for the cost function results.

4. Results and discussion

The mathematical expression for all array structures was coded and simulated in MATLAB platform. This section primarily presents the computational results for the designed nine-ring TMCCAA and 20-element TMHSCAA. The control parameters of the CAB algorithm are given in Table 1. While considering the TMCCAA, let us consider the case where one opts only RF switches ON and OFF of each ring as the optimizing control parameters (Case-1). Another control parameter of the geometry is kept unchanged with respect to the un-optimized case of uniform 279-element CCA. The initial value of SLL was calculated as −17.40 dB with a directivity value of 29.35 dB. The current amplitude of each antenna element was also kept unchanged (constant) for both the cases. Followed by optimization of TMCCAA for Case-1 using CAB algorithm, the radiation performance was significantly improved compared to that of the un-optimized case. SLL of −24.68 dB, SBL at the first harmonic of −8.630 dB, SBL at the second harmonic of −15.4 dB, FNBW of the degrees and directivity of 16.2 and 27.5038 dB, respectively, were obtained using CAB algorithm. Figure 3 shows the obtained far-field electric field pattern of TMCCAA for Case-1.

Now, consider another case where the RF switch, ring radii, and optimal distance between two consecutive antennas were regarded as the optimizing variables for optimization (Case-2). The geometry dimension depends on the optimized values of the ring radii as well as the distance between two consecutive antennas. Followed by the optimization of TMCCAA for Case-2 using CAB algorithm, the radiation performance was considerably improved compared to that of both un-optimized case and Case-1.

SLL of −46.15 dB, sideband level at the first harmonic of −5.733 dB, sideband level at the second harmonic of −10.63 dB, FNBW of 15.4800 degree,

<table>
<thead>
<tr>
<th>Table 1. Adjusting parameter of CAB.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjusting parameter</td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>No of fitness evolution</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>H</td>
</tr>
</tbody>
</table>

Figure 3. Obtained far-field electric field pattern of TMCCAA for Case-1 using CAB algorithm.

Figure 4. The obtained far-field electric field pattern of TMCCAA for Case-2 using CAB algorithm.

and directivity of 29.0770 were obtained for this case. The results for Case-2 obtained from CAB are also better than those reported in [24]. Figure 4 shows the obtained far-field electric field pattern of TMCCAA for Case-2. The FNBW obtained in Case-2 is approximately the same with that of the un-optimized case and Case-1.

Figure 5 makes a comparison of switch-on time sequences for Case-1 and Case-2. Figure 6 also makes a comparison of the total numbers of antennas present in each ring of the CCA for Case-1 and Case-2. Figure 7 compares the ring radii of the CCA for Case-1 and Case-2.

Here, 20-element TMHSCAA RF-switch (ON-OFF time sequence), connected to each antenna in the array, is acting as control parameter to discover the optimal far-field electric field pattern, as illustrated in Figure 8, where only RF switching is optimized. According to this figure, the measured values of SLL and FNBW obtained by CAB for 20-element TMHSCAA are −9.36 dB and 60.48 degrees, respectively. Figure 9
presents the optimal values of the RF switching obtained for 20-element TMHSCAA.

Now, 20-element TMHSCAA RF switching and excitation phase of each antenna are the control parameters utilized to find the optimal far-field electric field pattern, as given in Figure 10, where RF switching and excitation phase of each antenna are optimized.
According to the optimal far-field electric field pattern radiation shown in Figure 10, the measured values of SLL and FNBW obtained by CAB for 20-element TMHSCAA were -29.75 dB and 76.68 degrees, respectively. The obtained results for Case-2 using CAB are substantially better than those reported in [24,25]. Figure 11 shows the optimal values of the RF switching obtained for 20-element TMHSCAA when RF switching and excitation phase of each antenna are optimized simultaneously. Figure 12 shows the optimal values of the excitation phase of each element for 20-element TMHSCAA when RF switching and excitation phase of each antenna are optimized simultaneously.

All the computational results presented in this study facilitate decision-making, indicating that selection of the control parameters plays an important role in the performance enhancement of the radiation properties of any antenna array. However, the computational time will increase upon increasing the number of optimization variables.

Best convergence profiles for CAB independently running for fifty times are reported in Figures 13 and 14 according to which the CAB converges well to this particular optimization problem with 150 iterations performed for two different types of antenna array configurations. All computations were performed in MATLAB 9.5 on Core i5 (8th Gen) processor, 3 GHz with 6 GB RAM.

5. Conclusion

Two comparative studies were performed, considering the optimizing variable parameters of the Time-Modulated Concentric Circular Antenna Array (TMCCA) and 20-element Time-Modulated Half Symmetric Circular Antenna Arrays (TMHSCAA), to compare the far-field electric field patterns. An evolutionary
algorithm called Collective Animal Behavior (CAB) was held responsible for optimizing the SLL. Coding was implemented in the MATLAB platform. Based on the computational analysis, it could be concluded that the optimized results from the control parameters of Case-2 were superior to those obtained by the control parameters of Case-1 as well as the un-optimized case. Optimized SLL obtained for the Case-1 of TMCCAA was $-24.68$ dB, whereas the optimized SLL obtained for Case-2 was $-46.15$ dB. Thus, there was an improvement of $21.47$ dB by switching from Case-1 to Case-2. Therefore, it is clear that the selection of control parameters, cost function, and the selection of optimization algorithm play the most important role.

The 20-element TMHSCAA was taken as an example to compare the control parameters of the radiation pattern to obtain the lower SLL pattern to lower the SLL patterns, over those of the conventional arrays and other arrays designed. The numerical and statistical results show that CAB is capable of converging to much superior result.
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Appendix

Collective Animal Behavior (CAB) [43,44] mimics the collective behaviours of the animals. This algorithm functions based on the interaction behavior of the collective animals. In the group of animals, each position represents the solution within the search space. The cost function value represents the dominant nature of the animal with respect to the group. The best solution (best animal position) can be obtained by storing and updating two different memory elements: one is the memory of the best location at each generation ($M_g$) and the other is the memory of the best historic position after complete evaluation ($M_h$). CAB follows the following operations to reach the termination criterion.

The first process generates the random population matrix based on the numbers of population and variable parameters to be optimized. The upper and lower boundaries of each variable parameter depend on their constraints. For example, the upper and lower boundaries for the current excitation amplitude are within the range of 0 to 1. It can be of any arbitrary value between 0 and 1. Similarly, the inter-element spacing between each antenna element can be of any value between 0.5λ and λ. The current study assessed two geometries of the antenna array with different optimization parameters, as previously mentioned in the results section.

Consider the initial set of the population of vector $A$ which is represented by ($A = \{a_1, a_2, \ldots, a_{N_p}\}$), where $N_p$ is the number of animals. The position of each animal $a_i$ is represented by the $D$-dimensional vector, where $D$ is the number of variable parameters to be optimized by CAB algorithm.

In general, the upper and lower limits can be expressed as [44]:

$$a_{j,i} = a_{j,low} + rand(0,1).(a_{j,high} - a_{j,low})$$

$$j = 1, 2, \ldots, D; \quad i = 1, 2, \ldots, N_p.$$  \hspace{1cm} (A.1)

where $a_{j,i}$ is the $j$th parameter of the $i$th individual.

Vector $A$ is sorted based on the cost function, and a new vector $X = \{X_1, X_2, \ldots, X_N\}$ is generated so that the best $B$ positions are chosen.

Store the best positions of each animal according to the following equation [44]:

$$a_i = m^l + v;$$ \hspace{1cm} (A.2)

where $l \in \{1, 2, \ldots, B\}$, $m^l$ shows the $l$-element of the historical memory $M_h$, and $v$ represents the random vector of small length.

Movement of the animals from/to the nearby ones based on the local attraction and repulsion behavior can be represented as [44]:

$$a_i =
\begin{align*}
X_i & \pm r.(m_{i, nearest}^h - X_i) \quad \text{with probability } H \\
X_i & \pm r.(m_{i, nearest}^g - X_i) \quad \text{with probability } (1-H)
\end{align*}$$

(A.3)

where $i \in \{B + 1, B + 2, \ldots, N_p\}$, and $m_{i, nearest}^h$ and $m_{i, nearest}^g$ represent the nearest elements of $M_h$ and $M_g$ to $X_i$, respectively.

Movement of the animals in a random manner is determined according to the following equation [44]:

$$a_i =
\begin{align*}
X_i & \text{ with probability } (1 - P) \\
r & \text{ with probability } P
\end{align*}$$

(A.4)

where $i \in \{B + 1, B + 2, \ldots, N_p\}$, and $r$ represents the random vector of small length within the search space.

Compare the obtained solution space considering the following procedure:

i. Elements of $M_h$ and $M_g$ are merged into $M_U$ ($M_U = M_h \cup M_g$);

ii. Each element $m^l$ of the memory $M_U$ is compared pair-wise to the remaining memory elements ($\{m_1^l, m_2^l, \ldots, m_B^l\}$) based on the cost function value and $B$ best values are selected to build the new $M_h$.
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