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Abstract. This study presents a set of rules for optimal tuning of a class of integer-order
controllers, known as implementable fractional-order PID controllers, so that they can be
employed to control First Order Plus Dead Time (FOPDT) processes. To this end, \tuning
based on the implementable form of the controller" is an approach that has been applied
instead of the common approach of \tuning based on the ideal form of the controller".
Consequently, no contradiction is found between the behavior of the tuned controller and
that of the implemented controller. Also, algebraic relations between the values of cost
functions, which are de�ned based on Integral Square Error (ISE) and Integral Square Time
Error (ISTE) performance indices and free parameters of the implementable controller are
established. Tuning implementable fractional-order PID controllers via the proposed rules
guarantees that the values of performance indices are reduced in comparison with the case
of using optimal PID controllers. In addition to numerical results, experimental results
are also provided to demonstrate the e�ectiveness of the proposed tuning rules in practical
applications.

© 2022 Sharif University of Technology. All rights reserved.

1. Introduction

Over the last years, researchers have turned their atten-
tion to the applications of fractional calculus in the con-
trol systems engineering by constituting the fractional-
order control �eld. This �eld includes the applications
of fractional-order di�erentiation/integration operators
to modeling of real-world processes and proposition
of e�ective control laws. Fractional operators, on
the one hand, provide a framework for more exact
modeling of the processes from di�erent areas such as
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electrical engineering [1,2], mechanical engineering [3{
5], medicine [6], and relaxation processes [7] with fewer
parameters than integer-order models. On the other
hand, their unique characteristics are used to design
controllers that are more robust to process variations
than traditional integer-order controllers. Some of the
most applicable samples of �xed-structure fractional-
order controllers are Fractional Order PD (FOPD),
Fractional Order PI (FOPI), and Fractional Order PID
(FOPID) controllers, which were originally introduced
by Podlubny [8].

The traditional PID controllers represent the
most applicable types of the industrial controllers so
far. Some reasons for the widespread use of these
controllers in industrial applications include the sim-
plicity of structure, existing simple tuning procedures,
and robustness against parameter uncertainties. On
the other hand, in recent years, the design of �ve-
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parameter FOPID controllers has drawn many interests
amongst researchers [8{11], because they are more

exible than traditional PID controllers and can im-
prove the robustness of the closed-loop system against
parameter uncertainties [12]. This is the reason why
the studies about the tuning of these controllers for
controlling the industrial and experimental processes
have been on the rise [13{16]. Up to now, tuning
of FOPID controllers based on certain performance
criteria in the time domain such as Integral Square
Error (ISE), Integral Absolute Error (IAE), Integral
Time Absolute Error (ITAE), and Integral Square
Time Error (ISTE) or in the frequency domain such
as gain crossover frequency and phase margin speci-
�cations [17{19] remain the most popular subjects in
the area of fractional-order control systems. Therefore,
�nding an analytical method to solve the optimiza-
tion problems resulting from satisfying the above-
mentioned objectives may be laborious (particularly
in the cases where we encounter high-dimensional
and multi-objective optimization problems). Accord-
ingly, various heuristic algorithms can be employed
to solve these complex optimization problems. Sev-
eral optimization algorithms including Arti�cial Bee
Colony (ABC) algorithm [20,21], Genetic Algorithm
(GA) [22,23], Particle Swarm Optimization (PSO) [24],
and Tabu Search Algorithm (TSA) [25] have been used
for optimal selection of the free parameters of FOPID
controllers hitherto. For instance, the authors in [21]
designed a FOPID controller to minimize the values
of IAE, ISE, and ITAE performance indices by using
ABC algorithm. Also, upon applying the GA, in [22], a
set of tuning rules was proposed for both integer-order
and FOPID controllers in order to optimally control
integral and unstable processes based on the IAE crite-
rion. Their results pointed to the higher performance
of the systems controlled by FOPID controller than
the same ones controlled by standard PID. Similarly,
in [23], a novel Adaptive Genetic Algorithm (AGA) was
introduced to design a FOPID controller on the basis
of a multi-objective optimization task. As another
example, in the paper [24] that aimed at tuning the
parameters of FOPID controllers, the enhanced PSO
algorithm was applied in conjunction with minimizing
a cost function de�ned as a weighted combination
of the ITAE and the control e�ort. Also, there
are di�erent tuning methods for FOPID controllers
obtained by mathematical optimizations. For example,
in [26], a Linear Quadratic Regulator (LQR) based
FOPID controller was adopted to control the time-
delay fractional-order processes with only one frac-
tional operator by means of Pareto optimization trade-
o� solutions. Furthermore, the study [12] proposed a
set of algebraic rules for tuning the fractional-order
based integer-order controller by considering the ISE
performance index. In the proposed methods, in

order to implement the fractional controllers in prac-
tice, the integer-order approximation of the fractional
derivatives and integrators is used because the exact
implementation of fractional-order operators in online
applications is not possible due to their in�nite memory
characteristics [27]. This approximation may cause a
di�erence between the behavior of the implemented
system and the expected behavior of the closed-loop
system [28]. Therefore, the use of an appropriate
approximation is necessary for proper implementation
of fractional-order operators.

The main purpose of this study is to concentrate
on providing a set of tuning rules for the implementable
form of FOPID controller by using the algebraic for-
mulation of ISE and ISTE cost functions in terms of
free parameters of the fractional-based controller. In
doing so, �rstly, integer-order realization of the FOPID
controller, which is referred to as an implementable
form, is obtained. The First Order Plus Dead Time
(FOPDT) process is assumed as the system under
control in a unity negative feedback structure. Also,
the implementable controller and the optimally tuned
controller have the same structures. Consequently, no
contradiction comes among the speci�cations of the
closed-loop system obtained by theoretical evaluations
and the same ones obtained in practice. Moreover,
in order to eliminate the error in the computation of
ISE and ISTE, an exact analytical procedure is applied
while the decrement of them is guaranteed by using the
steepest descent algorithm. It is worth noting that a
considerable decrement in the cost function value is
possible by utilizing this procedure after only a few
stages of steepest descent algorithm. Hence, it is shown
that the use of FOPID controller allows improving the
performance indices.

The organization of the paper is as follows. In
Section 2, �rst, the structures of the process and con-
troller are introduced. Then, the implementable form
of the FOPID controller is obtained after normalizing
the transfer function of the process and approximating
fractional operators in the ideal form of the controller.
Section 3 presents algebraic relations for analytically
evaluating the ISE and ISTE cost functions. In
Section 4, the method of optimal tuning of the free
parameters of implementable FOPID controller is de-
scribed and the resulting tuning rules are given. Next,
in Section 5, to verify the e�ciency of the proposed
tuning rules, some numerical examples as well as an
experimental example are given. Finally, Section 6
deals with drawing the main conclusions of the paper.

2. The models of process and controller

2.1. Process and ideal form of the controller
Figure 1 shows the typical structure of a closed-loop
system with unity negative feedback. In this struc-
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Figure 1. Block diagram of the closed-loop system.

ture, G(s) and C(s) denote the process and controller
models, respectively. In this paper, the process is
considered in the form of a FOPDT system with the
model:

G(s) =
Ke��s
1 + Ts

; (1)

in which K is the steady-state gain, � the dead-
time, and T the positive time-constant. Several step
response-based techniques have been known for ap-
proximating the process dynamics by using an FOPDT
transfer function [29]. The primary form of the consid-
ered controller is described by transfer function [8]:

CF (s) = kp +
ki
s�

+ kds�; �; � 2 R+: (2)

The FOPID (PI�D�) controller in Eq. (2) has �ve
free parameters for tuning: kp, ki, and kd are con-
stant coe�cients; � and � are the fractional orders
of integration and derivation terms, respectively. In
comparison to use of the traditional PID controller,
the extra freedom caused by � and � in the FOPID
controller helps improve the performance of the control
system. In this paper, to simplify the optimal tuning
rules, orders � and � are assumed as follows:

� = 1 + �; � = 1� �: (3)

It is clear that with � = 0, the classical form of the
PID controller is obtained.

2.2. The integer-order approximation of
controller

Using integer-order approximations of fractional-order
controller is common in practice because the ideal
forms of these controllers have in�nite memory char-
acteristics [27]. However, when a fractional-order con-
troller is replaced by its integer-order approximation,
there is no guarantee for meeting the intended control
objectives. Therefore, an intermediate design scheme,

as shown in the diagram of Figure 2, is used for
optimal tuning of the free parameters. By using this
scheme, �rst, a parameterized �xed-structure integer-
order approximation of the fractional-order controller
is obtained. Then, optimal tuning rules are proposed to
obtain a suboptimal controller [28]. In this approach,
there is no divergence between the ideal behavior of the
controller and the behavior of its implementable form.
Many of the available studies about the optimal tuning
of the fractional-order controllers have made use of this
design paradigm, indirectly [12,21,22,24,28]. In addi-
tion, the use of this approach for optimal tuning of the
fractional-order controllers creates a condition in which
the frequency domain constraints and speci�cations
agree with the expected theoretical values of them in
practice [28]. By using the above-mentioned interme-
diate design approach, the fractional structure is used
as a simpli�ed map for tuning a high-order controller
(In this case, the number of tuning parameters is equal
to that of free parameters of the fractional structure,
whereas the implemented controller is a high-order
one) [28]. There are many approximation methods in
discrete-time or frequency domain for approximating
the fractional-order operators with integer-order lin-
ear time-invariant �lters [30,31]. For example, some
of the approximation techniques in the discrete-time
domain are based on Power Series Expansion (PSE)
and Continued Fraction Expansion (CFE) methods.
Also, several methods including Carlson's, Matsuda's,
and Oustaloup's methods exist for the integer-order
continuous model approximation of fractional-order
operators. One of the most generally used techniques is
Oustaloup's recursive approximation method in which
the fractional-order di�erentiator is formulated by a
series of the rational functions as follows [30]:

s� = ke
NY
i=1

1 +
�

s
!z;i

�
1 +

�
s
!p;i

� ; 0 < � < 1: (4)

The poles and zeros are calculated by using the follow-
ing recursive rules:

� =
�
!H
!L

� 1��
N

; � =
�
!H
!L

� �
N

;

!z;1 =
p
�!L;

!p;i = �!z;i; i = 1; � � � ; N

Figure 2. An intermediate design scheme for tuning the implementable structures of fractional-order controllers.
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!z;i+1 = �!p;i; i = 1; � � � ; N � 1:

The integer-order approximation of s� is only valid
in the boundary of low and high cut-o� frequencies
[!L; !H ]. Also, N denotes the number of poles and
zeros that should be chosen in advance and determines
the order of approximating integer-order �lter. Thus,
to approximate the ideal controller in Eq. (2) with the
orders given in Eq. (3), it is enough to replace the term
s� by an integer-order �lter. With the order N = 2 and
the frequency range [0.1,1000] rad/s, a parameterized
integer-order approximation of the term s� is gained.
Upon substituting the corresponding terms in Eq. (2)
with this �lter, the following integer-order controller:

CI(s) = kp +
ki
ke

�
(1 + 10��s)(1 + 10���2s)
s(1 + 10�s)(1 + 10��2s)

�
+
kd
ke

�
s(1+10��s)(1 + 10���2s)

(1+10�s)(1+10��2s)

�
; (5)

is obtained, where:

ke =
(1 + 10��)(1 + 10���2)

(1 + 10�)(1 + 10��2)
:

2.3. Normalization
In this section, for normalizing the process transfer
function (G(s)) in Eq. (1), �rst, an open-loop transfer
function of the control system, drawn in Figure 1, is
obtained as follows:

Gol(s) =
�
Ke��s
1 + Ts

��
kp +

ki
s�

+ kds�
�
; (6)

where CF (s) is considered as the controller. By use
of the variable transformation � = Ts, the open-loop
transfer function in Eq. (6) can be rewritten in the �
domain as follows:

�Gol(�) =
�
Ke� �

T �

1 + �

��
kp +

kiT�

��
+
kd
T�

��
�
:

Therefore, the free parameters of the resultant con-
troller can be optimally tuned for each FOPDT process
scaled by ratio �

T , which is called the normalized dead
time. The normalized FOPDT process and the nor-
malized fractional-order controller have the following
models:

�G(�) =
e� �

T �

1 + �
; (7)

and:

�CF (�) = �kp +
�ki
��

+ �kd��; (8)

respectively. Afterwards, the normalized fractional-
order controller in Eq. (8) is approximated, as given
in Eq. (5). This procedure yields the normalized
implementable controller:

�CI(�) = �kp +
�ki
ke

�
(1 + 10���)(1 + 10���2�)
�(1 + 10��)(1 + 10��2�)

�
+

�kd
ke

�
�(1+10���)(1+10���2�)

(1+10��)(1 + 10��2�)

�
: (9)

Thus, it is enough that the free parameters �kp, �ki, �kd,
and � in Eq. (9) be optimally tuned for the normalized
process given in Eq. (7) at di�erent values of �

T based
on the performance criteria. Now, by reusing the
variable transformation s = �

T for �CI(�) �G(�), the
implementable fractional-order controller is derived in
the following form:

C(s)=kp +
ki
ke

�
(1 + 10��Ts)(1 + 10���2Ts)
s(1 + 10�Ts)(1 + 10��2Ts)

�
+
kd
ke

�
s(1 + 10��Ts)(1 + 10���2Ts)

(1 + 10�Ts)(1 + 10��2Ts)

�
:

(10)

The coe�cients kp, ki, and kd are optimally achievable
for each FOPDT process by utilizing the optimal values
of �kp, �ki, and �kd in the case of the normalized integer-
order controller, given in Eq. (9), through the following
relations:

kp =
�kp
K
; ki =

�ki
KT

; kd =
�kdT
K

: (11)

In this paper, the implementable fractional-order con-
troller (C(s)) with the transfer function Eq. (10) is
tuned for each FOPDT process given in Eq. (1). Con-
sequently, the problem of incompatibility between the
theoretical speci�cations of the closed-loop system and
the speci�cations of its implementable form is removed
because the implemented controller is the same as the
optimally tuned fractional-order based controller.

3. Analytical evaluation of cost functions

3.1. Analytical calculation of ISE
In the optimal control theory, to satisfy the intended
control objective by the closed-loop system in the
time domain or the frequency domain, a cost function
is usually considered, which should be minimized by
properly choosing the free parameters of the controller.
In this paper, one of the performance criteria adopted
for the optimization task is the ISE performance index.
Using this index as the cost function in the design
of control system makes the step response of the
closed-loop system more rapid [32]. The ISE index is
formulated as follows:

J =
1Z

0

e2(t)dt; (12)

where e(t) (with the Laplace transform E(s)) is the er-
ror of the closed-loop system to the unit step reference
input, i.e.:
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e(t) = 1� y(t); t � 0:

It is clear that the Laplace transform of the error of
time-delay systems contains exponential term (e��s)
that corresponds to the dead time of the process. In
previous studies, di�erent techniques for evaluation of
ISE in such cases have been utilized in which the ap-
proximation methods play essential roles. For example,
the authors in [21] used the sampled values of the error
(e(t)) during a certain interval to calculate the integral
in Eq. (12). Moreover, in [12,33], the exponential
term of E(s) was substituted by a rational function
by applying the Pade approximation method. These
techniques are not entirely accurate for calculating
the ISE performance index due to the application of
approximation methods. Here, the ISE cost function
is evaluated by an analytical procedure in which no
approximation technique has been used. Let E(s) be
given by:

E(s) =
B̂(s) + D̂(s)e��s
Â(s) + Ĉ(s)e��s

; (13)

where Â(s), B̂(s), Ĉ(s), and D̂(s) are real polynomials.
The assumption is that the integral of Eq. (12) exists
or, equivalently, the closed-loop system is stable. Of
note, a necessary, but not su�cient, condition for
stability of the system is that the poles of E(s) lie in
the open left-half of s-plane [34]. The application of
the Parseval's theorem results in the following integral:

J =
1

2�j

+j1Z
�j1

E(s)E(�s)ds: (14)

By substituting E(s) in Eq. (14), calculation of ISE
is possible using contour integration such that only a
�nite number of related poles should be analyzed [35].
Supposing that the integrals around the semicircles at
in�nity are zero, the integral J is evaluated as follows:

J =�X
k

res
s=sk

 
B̂(s) + D̂(s)e��s
Â(s) + Ĉ(s)e��s

!
 
B̂(�s)Â(s)� D̂(�s)Ĉ(s)
Â(�s)Â(s)� Ĉ(�s)Ĉ(s)

!
; (15)

where the summation is taken over all the zeros (sk) of
the following equation:

Â(�s)Â(s)� Ĉ(�s)Ĉ(s) = 0: (16)

Here, by applying the mentioned analytical procedure,
the exact value of the ISE performance index is cal-
culated. To this end, �rst, the Laplace transform
of the error signal for a unit step reference input
is determined. For the closed-loop system shown in
Figure 1, E(s) is in the form of:

E(s) =
1

s(1 +G(s)C(s))
:

Here, the transfer function E(s) is rewritten as in
Eq. (13), where:

Â(s) = kes(1 + Ts)(1 + 10�Ts)(1 + 10��2Ts);

B̂(s) = ke(1 + Ts)(1 + 10�Ts)(1 + 10��2Ts);

Ĉ(s) =Kkpkes(1 + 10�Ts)(1 + 10��2Ts)

+Kki(1 + 10��Ts)(1 + 10�2��Ts)

+Kkds2(1 + 10��Ts)(1 + 10�2��Ts);

D̂(s) = 0: (17)

Hence, for exact calculation of ISE, the roots of Eq. (16)
should be determined. To this end, the polynomial
equation,

as8 + bs6 + cs4 + ds2 + e = 0; (18)

should be solved where the coe�cients a, b, c, d, and e
are as follows:
a = 104��4T 6k2

e � a2
1;

b = �k2
eT

4(102� + 102��4 + 104��4) + b21 � 2a1c1;

c = k2
eT

2(102� + 102��4 + 1) + 2b1d1 � 2a1e1 � c21;
d = �k2

e + d2
1 � 2c1e1;

e = �e2
1; (19)

with:
a1 = 10�2��2KkdT 2;

b1 = K(102��2kpkeT 2 + kdT (10�� + 10���2));

c1 = K(kpkeT (10� + 10��2) + 10�2��2kiT 2 + kd);

d1 = K(kpke + kiT (10�� + 10���2));

e1 = Kki:

Hence, the coe�cients of Eq. (18) are some functions
of the parameters of the process and controller. The
degree of polynomial in Eq. (18) is eight where the
coe�cients of odd power terms of s in this polynomial
are zero. Therefore, the change in variable x = s2

results in the fourth-order equation:

ax4 + bx3 + cx2 + dx+ e = 0: (20)

Quartic equations are the highest degree polynomials
that can be analytically solved by radicals in which
no iterative technique needs to be utilized [36]. Ac-
cordingly, the polynomial Eq. (20) can be analytically
solved. This means that the roots of Eq. (20) may
be expressed according to the coe�cients a, b, c, d,
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and e, which are the functions of parameters of the
process and controller. Subsequently, considering the
process parameters, roots of Eq. (18) are the functions
of controller parameters kp, ki, kd, and �. In order
to compute the ISE criterion via Relation (15), the
residue of the function in the root si is �rst evaluated
as follows [37]:

Ji = �
 
B̂(si) + D̂(si)e��si
Â(si) + Ĉ(si)e��si

!
 
B̂(�si)Â(si)� D̂(�si)Ĉ(si)

Êi(si)

!
; (21)

where Êi(si) is the factorized form of the polynomial
in Eq. (18):

Êi(si) = a
8Y
k=1
k 6=i

(si � sk): (22)

Accordingly, by the sum of Ji's in each root of Eq. (18),
an algebraic relation with respect to controller param-
eters used for computation of the ISE is derived as
follows:
J = J(kp; ki; kd; �): (23)

Hence, the ISE performance index can be exactly
measured by substituting the values of controller pa-
rameters in the cost function J . This result brings
about simplicity in searching for a minimum value of J
and high accuracy in the optimal tuning of controller
parameters.

3.2. Analytical calculation of ISTE
In this section, the method of analytical evaluation
of another cost function, which is assumed as ISTE
performance index, is described. This index is mathe-
matically de�ned as follows:

J =
1Z

0

t2e2(t)dt; (24)

where e(t) is the error of the closed-loop system to a
unit step reference input. Taking into account that
in the control system under study, as represented in
Eq. (17), D̂(s) = 0 and using the procedure proposed
in [38], which is similar to the approach utilized for the
ISE index evaluation, the following formula is obtained
for calculating the ISTE criterion:

J =
X
k

res
sk

0B@ N̂(s)�
Â(�s)Â(s)� Ĉ(�s)Ĉ(s)

�3

1CA
 

B̂(�s)
Â(�s) + Ĉ(�s)e�s

!
; (25)

where:
N21(s) = N 011(s)Â(s)� 2N11(s)Â0(s);

N22(s)=N 011(s)Ĉ(s) + (N 012(s)� �N12(s)) Â(s)

�2N12(s)Â0(s)�2N11(s)
�
Ĉ 0(s)��Ĉ(s)

�
;

N23(s) = (N 012(s)� �N12(s)) Ĉ(s)

� 2N12(s)
�
Ĉ 0(s)� �Ĉ(s)

�
;

N11(s) = B̂0(s)Â(s)� Â0(s)B̂(s);

N12(s) = B̂0(s)Ĉ(s)� B̂(s)Ĉ 0(s) + �B̂(s)Ĉ(s);

where the superscript (0) denotes derivative with re-
spect to s and the sum of residues is calculated at the
roots of the following equation:�

Â(�s)Â(s)� Ĉ(�s)Ĉ(s)
�3

= 0: (26)

Eq. (26) is written as follows:�
as8 + bs6 + cs4 + ds2 + e

�3 = 0; (27)

with the parameters de�ned in Eq. (19). Hence, the
roots of Eq. (26) are the same as those of Eq. (18)
at iteration 3. Based on the residue theory [37], the
following formula is established for the evaluation of
residue at the ith root of Eq. (27):

Ji= lim
s!si

1
2
@2

@s2

  
N̂(s)
Ê3
i (s)

! 
B̂(�s)

Â(�s)+Ĉ(�s)e�s
!!

;
(28)

where Êi(s) has the same form as that presented in
Eq. (22). Similar to the ISE cost function, with the
sum of Ji's for each root of Eq. (27) and by considering
process parameters (K, � , T ), an algebraic relation is
formed to evaluate the integral in Eq. (24) in terms
of free parameters of the controller. Therefore, by
substituting the values of controller parameters into
the function of Eq. (28) for each root of the polynomial
of Eq. (27), the exact value of the ISTE performance
index is calculated.

4. Procedure of optimal tuning

In this section, an optimization method based on the
steepest descent algorithm is applied in order to tune
the implementable FOPID controller in Eq. (10). The
vector of the controller parameters is given by:

P =

2664kpkikd
�

3775 ; (29)

which will be optimally tuned to minimize the cost
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function J for the FOPDT processes. The steepest
descent algorithm (also called gradient or Cauchy's
method) is one of the line search algorithms for scalar
unconstrained optimization [12]. At each stage of
the algorithm, the gradient of the objective function
(rJ(P i)) and the step length (�i) need to be computed
and inserted in the following formula [39]:

P i+1 = P i � �irJ(P i); �i 2 R+:

The ideal choice for step length is derived from the
one-dimensional optimization problem as follows:

min
�i

J(P i � �irJ(P i)); �i > 0; (30)

and solving this problem may not be a simple task.
Here, to �nd a local minimizer, the following equation:
dJ(P i � �irJ(P i))

d�i
= 0; (31)

is considered, where �i is approximately determined
using a numerical method at each iteration. As
demonstrated in the previous section, the fact that
the ISE and ISTE performance indices are functions
of free parameters of the controller makes it possible
to plot the cost functions according to the step length.
For instance, in Figure 3, a typical plot of the ISE
cost function with respect to � has been drawn. In
this special case, using Eq. (31), the optimal value of
step length is almost � � 0:4. Therefore, the local
minimization � may be numerically estimated based
on Eq. (31) at each iteration.

It is clear that the integer-order PID controller is
indeed a special case of Eq. (10) in which the fractional-
order � is set to zero. Hence, the initial point for the
parameter vector given in Eq. (29) may be chosen as
follows:

P 0 =

2664k
ord
p
kord
i
kord
d
0

3775 ; (32)

Figure 3. A typical ISE cost function with respect to �.

where kord
p , kord

i , and kord
d are considered as the optimal

parameters of the ordinary PID controller.

4.1. Analytical gradients of the cost functions
As explained in the previous subsection, the gradient
of the objective function with respect to the controller
parameters de�ned by:

rJ(P ) =

26666666664

@J
@kp

@J
@ki

@J
@kd

@J
@�

37777777775
=

8X
i=1

rJi(P );

should be calculated at each stage of the steepest
descent algorithm. As presented in Section 3, the ISE
and ISTE performance criteria are expressed in terms
of kp, ki, kd, and �. Accordingly, the gradient of the
cost functions can be analytically evaluated. Hence, by
applying the chain rule to di�erentiate the objective
functions, the exact value of the gradient is obtained
as follows [40]:

rJi(P ) =
@Ji
@si
rsi(P ) +

26666666664

@Ji
@kp (P; si)

@Ji
@ki (P; si)

@Ji
@kd (P; si)

@Ji
@� (P; si)

37777777775
; (33)

where rsi(P ) denotes the gradient of the ith root
of Eq. (18) with respect to the vector of controller
parameters. rsi(P ) is calculated by applying the chain
rule again via the following formula:

rsi(P ) =
@si
@a
ra(P ) +

@si
@b
rb(P ) +

@si
@c
rc(P )

+
@si
@d
rd(P ) +

@si
@e
re(P ):

Therefore, the gradients of ISE and ISTE performance
indices are computed using the algebraic and accurate
relations. After substituting the gradient rJ(P ) into
Eq. (30), the optimal value of step length is evaluated
based on Eq. (31).

4.2. Optimal tuning rules
To �nd the optimal tuning rules for the free parame-
ters of the implementable fractional-order controller in
Eq. (10), �rst, the normalized form of the controller
given in Eq. (9) is optimally tuned for the normalized
transfer function in Eq. (7) with di�erent ratios of �

T 2
[0:1; 2]. The interpolated plots of optimal parameters
of the normalized implementable controller (�kp, �ki,
�kd, and �) are drawn in Figures 4 and 5 based on
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Figure 4. Optimal parameters of the normalized implementable controller based on the ISE performance criterion.

Figure 5. Optimal parameters of the normalized implementable controller based on the ISTE performance criterion.

the ISE and ISTE performance criteria, respectively.
To this end, eight stages of the proposed algorithm
in the previous section have been repeated and the
optimal parameters of ordinary PID controller tuned
based on ISE and ISTE cost functions, similar to that

proposed in [41], have been assumed as the starting
points. By using least squares �tting method [42],
the normalized parameters are formulated according to
�
T with separate coe�cients at the subintervals [0.1,
1] and [1.1, 2]. Then, by applying the relations in
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Table 1. Values of the coe�cients of kp in Eq. (34).

Range of �
T Performance index ap bp cp dp ep fp

�
T 2 [0:1; 1] ISE 1.03 {0.9049 {0.02914 0.16 0 0

ISTE 1.135 {0.8727 0 0 {0.2266 {0.2665

�
T 2 [1:1; 2] ISE 1.139 {0.7034 {0.007517 0.03746 0 0

ISTE 0.7627 {0.9779 0 0 0 0.3657

Table 2. Values of the coe�cients of ki in Eq. (34).

Range of �
T Performance index ai bi ci di ei fi

�
T 2 [0:1; 1] ISE 1.195 {0.9084 {0.6795 1.646 {1.172 0

ISTE 1.046 {0.8935 0 0 0.09235 {0.2772

�
T 2 [1:1; 2] ISE 1.016 {0.925 {0.00061 {0.00856 0.00093 0

ISTE 1.104 {0.7354 0 0 0 {0.2061

Table 3. Values of the coe�cients of kd in Eq. (34).

Range of �
T Performance index P0 P1 P2 P3 P4 P5

�
T 2 [0:1; 1] ISE 0.3624 0.5137 {1.032 1.093 {0.413 0

ISTE 0.3722 {0.02178 0.486 {1.363 1.667 {0.7273

�
T 2 [1:1; 2] ISE 0.342 0.2605 {0.08733 0.012773 0 0

ISTE 0.3653 {0.1426 0.5124 {0.4387 0.1639 {0.0231

Table 4. Values of the coe�cients of � in Eq. (34).

Range of �
T Performance index P0 P1 P2 P3 P4 P5 P6

�
T 2 [0:1; 1] ISE {0.06944 {0.2542 2.549 { 9.162 15.52 {12.46 3.829

ISTE {0.007727 {0.1751 1.032 {3.615 6.276 {5.184 1.638

�
T 2 [1:1; 2] ISE {0.03511 {0.06152 0.05428 {0.01411 0.00133 0 0

ISTE 0.3967 {1.38 1.859 {1.342 0.5447 {0.1163 0.01009

Eq. (11), the following tuning rules are obtained:

kp =
1
K

 
ap
� �
T

�bp
+ cp

� �
T

�3
+ dp

� �
T

�2

+ ep
� �
T

�
+ fp

!
;

ki =
1
TK

 
ai
� �
T

�bi
+ ci

� �
T

�3
+ di

� �
T

�2

+ ei
� �
T

�
+ fi

!
;

kd =
T
K

 
P5

� �
T

�5
+ P4

� �
T

�4
+ P3

� �
T

�3

+ P2

� �
T

�2
+ P1

� �
T

�
+ P0

!
;

� =P6

� �
T

�6
+ P5

� �
T

�5
+ P4

� �
T

�4
+ P3

� �
T

�3

+ P2

� �
T

�2
+ P1

� �
T

�
+ P0; (34)

where the values of coe�cients are represented in
Tables 1 to 4 for both ISE and ISTE performance
criteria. Consequently, to optimally tune the imple-
mentable fractional-order controller in Eq. (10) for
FOPDT processes based on ISE and ISTE performance
indices, it is enough to calculate the parameters given
in Eq. (34).

5. Simulation and experimental results

In this section, to investigate the e�ectiveness and
performance of the proposed implementable fractional-
order controller with the tuning rules in Eq. (34), three
examples (two numerical examples and an experimen-
tal example) are presented. In each example, both
the implementable FOPID and conventional optimal
PID controllers have been designed based on the ISE
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and ISTE performance indices and compared with
each other (of note, in the following examples, the
sample time used for discretizing the controllers in the
Matlab/Simulink environment is chosen as 0.01 s).

5.1. Example 1
Consider the following process:

G1(s) =
3:13e�5s

1 + 43:333s
: (35)

For control of the FOPDT process Eq. (35), the free
parameters of the implementable FOPID controller
with the transfer function of Eq. (10) are tuned by using
the ISE-based rules given in Eq. (34) as follows:

P �1 =

2664k
�
p1

k�i1
k�d1

��1

3775 =

2664 2:3231
0:0618
5:6698
�0:0764

3775 : (36)

Figure 6 shows the unit step responses of the closed-
loop system with the implementable FOPID controller
tuned by Eq. (36) and optimal PID controller based
on the ISE criterion [41]. As compared in Table 5,
the implementable FOPID controller outperforms the
optimal integer-order PID controller in terms of ISE
performance index. Also, as compared to optimal PID
control method, the overshoot, peak time, and settling
time of the closed-loop step response are reduced by
using the implementable FOPID controller, while the

Figure 6. Step responses of the closed-loop system of the process Eq. (35) with the controllers tuned based on ISE index.

Table 5. Numerical results related to the representative processes for set-point tracking.

Process Performance
index

Controller Overshoot
(%)

Peak time
(s)

Settling time
(s)

ISE ISTE RMS
of u

System 1

ISE
PID 35.40 10.50 56.03 6.46 | 0.81

FOPID 30.84 10.21 42.06 6.12 | 0.78

ISTE
PID 24.63 10.93 36.24 | 156.31 0.70

FOPID 22.96 11.14 35.90 | 143.44 0.68

IAE FOPID [43] 2.76 32.05 37.02 6.70 161.9 0.62

System 2

ISE
PID 34.89 20.89 85.79 11.95 | 0.82

FOPID 35.34 20.92 63.45 11.79 | 0.95

ISTE
PID 26.13 21.30 65.08 | 848.42 0.80

FOPID 24.13 20.95 62.86 | 734.46 0.88

IAE FOPID [43] 1.39 58.63 42.30 13.70 1290.22 0.69

System 3

ISE
PID 31.25 8.7 59.8 308.83 | 4.61

FOPID 27.35 8.53 39.5 270.25 | 4.57

ISTE
PID 26.5 9.26 66.72 | 1154.87 4.60

FOPID 19.2 9.53 55.5 | 859.69 4.58
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Figure 7. Step responses of the closed-loop system of the process Eq. (35) with the controllers tuned based on ISTE index.

Figure 8. Disturbance rejection of the closed-loop system of the process Eq. (35) with the controllers tuned based on ISE
index (external disturbance d = 0:1 has been applied at time t = 100).

Root Mean Square (RMS) values of the control signal
a minor increase.

The second comparison is carried out for the
feedback control systems designed on the basis of the
ISTE performance index. To this end, the conventional
PID controller is optimally tuned based on the ISTE-
based rules proposed in [41]. The free parameters of the
implementable FOPID controller are also adjusted by
the formulas in Eq. (34) based on the ISTE criterion,
resulting in the following parameter vector for control
of process in Eq. (35):

P+
1 =

2664k
+
p1

k+
i1
k+
d1

�+
1

3775 =

2664 2:2938
0:0511
5:1826
�0:0033

3775 : (37)

The output responses and control signals of the closed-
loop system by using the above-mentioned controllers
are depicted in Figure 7(a) and (b), respectively. From
the numerical results shown in Table 5, a considerable
decrement in the value of ISTE index is con�rmed
due to the use of the implementable FOPID controller
instead of the optimal PID controller. Also, as veri�ed
in Figures 8 and 9, the performance of the tuned
FOPID controllers in external disturbance rejection of

step type signals is similar to that of the optimal PID
controllers.

5.2. Example 2
The following process:

G2(s) =
1:5e�10:3920s

1 + 8:66s
; (38)

is supposed to be controlled by the implementable
FOPID controller tuned based on the ISE and ISTE
objective functions. According to the proposed tuning
rules, the following parameter vectors:

P �2 =

2664k
�
p2

k�i2
k�d2

��2

3775 =

2664 0:7126
0:0651
3:1802
�0:0524

3775 ; (39)

and:

P+
2 =

2664k
+
p2

k+
i2
k+
d2

�+
2

3775 =

2664 0:6692
0:0585
2:6346
�0:0311

3775 ; (40)

are assigned to set the implementable FOPID controller
according to the ISE and ISTE performance indices,
respectively.
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Figure 9. Disturbance rejection of the closed-loop system of the process Eq. (35) with the controllers tuned based on
ITSE index (external disturbance d = 0:1 has been applied at time t = 100).

Figure 10. Step responses of the closed-loop system of the process Eq. (38) with the controllers tuned based on ISE index.

Figure 11. Step responses of the closed-loop system of the process Eq. (38) with the controllers tuned based on ISTE
index.

Figures 10 and 11 show the set-point step re-
sponses of the process G2(s) controlled by the imple-
mentable FOPID controllers tuned by the parameters
as in Eqs. (39) and (40), respectively, in compari-
son to those controlled by optimal integer-order PID
controllers [41] (the performance of the considered
control systems in external disturbance rejection is
also compared in Figures 12 and 13). Referring to
the results summarized in Table 5, the superiority of
implementable FOPID controller in terms of the ISE
and ISTE performance criteria is veri�ed compared to

the integer-order PID controller. In the case of ISE,
it appears that the overshoot of step response stays
almost unchanged, whereas the settling time decreases.
Also, for the ISTE case, using the proposed imple-
mentable FOPID controller leads to fewer oscillations
than an optimal PID controller.

In Table 5, the results obtained from using
FOPID controllers tuned via the IAE index-based
method introduced in [10,43: Subsection 3.4.5] are
also presented. As is expected, the implementable
FOPID controller proposed in this study yields lower
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Figure 12. Disturbance rejection of the closed-loop system of the process Eq. (38) with the controllers tuned based on
ISE index (external disturbance d = 0:1 has been applied at time t = 100).

Figure 13. Disturbance rejection of the closed-loop system of the process Eq. (38) with the controllers tuned based on
ITSE index (external disturbance d = 0:1 has been applied at time t = 100).

ISE and ISTE values than the case of using FOPID
controllers tuned by the method of [10,43: Subsection
3.4.5]. However, due to the nature of the IAE index,
the controller tuned on the basis of this criterion
results in less maximum overshoot.

5.3. Example 3: Experimental control of a
thermal furnace

In this example, in order to verify the e�ciency of
the proposed tuning rules in practical applications,
experimental results from the control of a thermal
furnace, shown in Figure 14, are presented. For this
purpose, �rst, the FOPDT model of the process from
the input voltage to the furnace temperature should
be obtained. By using a simple step response test, the
transfer function of the process is obtained as follows:

G3(s) =
14:105e�3:6s

1 + 7:675s
: (41)

From the tuning rules of Eq. (34), the free parameters
of the implementable FOPID controller for control of
process in Eq. (41) are obtained as:

P �3 =

2664k
�
p3

k�i3
k�d3

��3

3775 =

2664 0:1472
0:0196
0:2553
�0:0642

3775 ; (42)

Figure 14. Hardware-in-the-loop thermal furnace control
system.

and:

P+
3 =

2664k
+
p3

k+
i3
k+
d3

�+
3

3775 =

2664 0:1294
0:0168
0:2135
�0:0169

3775 ; (43)

based on the ISE and ISTE performance criteria,
respectively. To illustrate the e�ectiveness of the
tuned FOPID controllers, they are compared with
the conventional PID controller tuned based on the
corresponding cost functions by using the methods pre-
sented in [41]. The controllers have been implemented
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Figure 15. Step responses of the thermal furnace controlled by the controllers tuned based on ISE index.

Figure 16. Step responses of the thermal furnace controlled by the controllers tuned based on ISTE index.

Figure 17. Control signals of the closed-loop system of the thermal furnace.

via MATLAB/Simulink Real-Time Workshop and the
obtained practical results are presented in Figures 15{
17.

According to the step responses plotted in Fig-
ures 15 and 16 for the thermal furnace controlled
by implementable FOPID and integer-order PID con-
trollers and based on the numerical results given in
Table 5, it can be seen that the maximum overshoots
of the output signals have decreased in the case of
using FOPID controller in comparison with the same
of integer-order type for both ISE and ISTE criteria.
Also, the numerical results depicted in Table 5 verify

the improvement of the mentioned cost functions by
use of the parameters presented in Eqs. (42) and (43).
Furthermore, the comparison of the values of the peak
time and settling time reveals that the control system
functions faster in the case of using implementable
FOPID controllers and the RMS values of the control
inputs undergo a little decrease.

6. Conclusion

In this study, closed forms for calculating Integral
Square Error (ISE) and Integral Square Time Error
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(ISTE) cost functions in the case of using imple-
mentable FOPID controllers in control of FOPDT
processes were derived. On the basis of these forms,
algebraic rules for were proposed tuning the free
parameters of FOPID controllers. Based on these
rules, it is guaranteed that the resultant performance
is superior to that of any conventional PID controller.
This �nding was con�rmed through di�erent numerical
and experimental examples.
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