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Abstract. In order to fully excavate the information contained in multi-index and small
sample panel data, one takes decision objects as the research object. The development
state matrix and the development speed matrix of the decision objects are de�ned by
considering the cross-section information and time information of the decision objects,
and then the distances among the objects over the indices are given. Based on grey
incidence analysis, the absolute di�erence and relative di�erence between the measured
value matrices are used to characterize and measure the close degree of the development
state matrix and the development level matrix of the decision objects, so that the grey
object matrix absolute incidence analysis model is established. Subsequently, according to
the grey incidence degree between the objects, the objects can be clustered based on the
hierarchical clustering algorithm. Finally, a clustering problem of regional patent research
and development (R&D) e�ciency is used to verify the validity and rationality of the
proposed model.

© 2021 Sharif University of Technology. All rights reserved.

1. Introduction

The panel data combines the characteristics of the
time data series and cross-section data, and it can
describe the dynamic characteristics of the research
object. It is widely used in the modeling practice
of economic and management problems, and it has
an important position in the analysis and research
of economic and management problems. In addition,
multi-indicator panel data can provide a more impor-
tant application background and value for providing
comprehensive information and data characteristics
of research objects. Panel data clustering analysis
has been widely used in areas such as marketing [1],
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�nance [2], energy [3,4], etc., and its importance is self-
evident. For instance, if one wanted to measure the
level of China's green technology innovation e�ciency,
its data should include time, evaluation indicators and
subjects to be evaluated. This is a typical panel
data that contains three evaluation dimensions. Tra-
ditional two-dimensional data forms can only express
information on any two of the three dimensions, such
as time-evaluation indicators, time-evaluation subjects
and evaluation indicators-evaluation subjects. Cases
similar to this include assessment of air pollution in
the environmental �eld, identi�cation of �nancial risks
in the �nancial sector and predictions of energy con-
sumption in the energy sector. Panel data clustering
requires e�cient aggregation of feature information
in three dimensions, whereas traditional clustering
methods cannot be applied to panel data. In other
words, many problems in the real world contain panel
data information. How to e�ectively mine the e�ective
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information contained in the panel data is of great
signi�cance for the analysis of clustering results and
real problems.

Research into the panel data clustering method
is still in its infancy, and the existing methods are
mainly based on multivariate statistical theory. Bonzo
and Hermosilla (2002) �rst introduced multivariate
statistical methods into panel data analysis and used
probabilistic connection functions to improve clustering
analysis algorithms for panel data analysis [5]. Sub-
sequent research involves �xed e�ect [6], time series
[2,7], ordinal data [8], parameter estimation [9,10],
etc. However, the statistical method performs cluster
analysis, which has certain requirements on the number
of samples. Melanization of statistics such as the
variance and covariance is likely to result in loss of
data information. With the development of computer
technology and the improvement of computing power,
clustering algorithms for panel data are beginning
to emerge. These studies are mainly related to the
Bayesian approach [11,12], arti�cial bee colony [13],
data mining [14], DBSCAN (Density-Based Spatial
Clustering of Applications with Noise) [15] and GMM
(Gaussian Mixture Model) [16]. The shortcomings of
the above literature is that their clustering ideas mainly
focus on the improvement and design of the clustering
algorithm, but do not examine the multiple dynamic
information features of the data format of the panel
data. For the latter, considering the spatiotemporal
characteristic of panel data and the uncertainty of the
decision-making system, some scholars adopt uncertain
system theories and methods such as grey incidence
analysis, rough set [17,18] and others [19] to deal with
panel data.

Grey incidence analysis is an important part of
the grey system theory, which is also the cornerstone
of grey system analysis, grey decision, and grey clus-
tering. Being di�erent from the statistical methods
that require large samples, the grey incidence analysis
is suitable in cases of small size samples , and is often
used to access the connection or inuence degree among
system variables. Its basic idea is to determine whether
the link between di�erent sequences is tight according
to the geometry of the sequence curve [20]. Due to its
unique advantages, the grey incidence analysis model
and method is becoming a hot issue for domestic and
foreign scholars since it was proposed. Currently, it is
widely used in economic analysis and evaluation [21],
engineering management [22,23], supplier selection [24]
and other �elds.

According to the existing kinds of literature on the
grey incidence analysis method to deal with problems
with panel data, they are related to �ve aspects shown
as follows.

1. AHP, ANP, TOPSIS, and Fuzzy soft sets. Other

decision-making methods or models are combined
with grey incidence analysis to construct some hy-
brid models [25{29]. These models only utilize the
grey incidence analysis method as a pretreatment
method of data, which restricts the expansion and
application space of grey incidence analysis;

2. According to the geometric characteristics of the
data, based on the semi-de�nite characterization of
the Hessel matrix and the proximity of the relative
concavity and convexity of the incidence sequences,
a grey incidence analysis model is established [30].
However, the model produces the problem of de-
viation resulting from continuous form to discrete
form;

3. By extending from the relationship of the curves
of sequence to surface relationship, based on the
similarity of spatial geometry, a three-dimensional
grey absolute incidence model is constructed in
the form of the family of surfaces [25,31], but this
extended model is a�ected by the presentation of
the family of surfaces;

4. Based on the spatiotemporal characteristics of
multi-index panel data, from the view of measuring
the similarity between the objects from three as-
pects: \horizontal", \incremental" and \variation"
distances of the panel data, a grey matrix incidence
analysis model for panel data is established [32].
However, the model is di�cult for assembling infor-
mation as a result of comprehensively considering
the absolute quantity, incremental index and timing
uctuation of the panel data;

5. To analyze and extract the development law of the
things, Li et al. (2015) constructed a cumulative
generation sequence of the time series of all indices
under the di�erent objects. They subsequently
designed the index incidence analysis model by
exploiting the average generating rate of the gen-
eration sequence to represent the dynamic change
trend of the original sequence and synthesizing the
triple di�erent information of deviation, di�erence,
and separation [33,34]. Kuh (1959) used inter-
group estimates in the paper and found that the
cross-sectional samples may be inconsistent with
the time series samples [35]. Due to the two-
dimensional nature of the panel data, the corre-
lation between the correlation of the variables in
the time series dimension and the cross-sectional
dimension may be heterogeneous. This heterogene-
ity is an important reason for great changes caused
by di�erent e�ect settings in the estimation results
[36,37]. Fr�uhwirth-Schnatter (2011) considered
continuous and non-continuous longitudinal time
series data sets in panel data clustering [7]. Izakian
et al. (2015) proposed a Dynamic Time Warping
(DTW) distance for clustering panel data [38].
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The study of panel data cross-section dimensions
mainly includes dependence [39], heteroscedasticity
[40], etc. Therefore, dealing with panel data, it is
important to consider both cross-sectional and time
dimensions.

Based on the above discussion and comparing the
results of Table 1, there are two obvious shortcomings
in the existing research. For panel data clustering
based on statistical and intelligent algorithm methods,
these clustering methods only work on large sample
data. Because statistics and big data algorithms are
modeled on massive data, it is di�cult to get good
results when the sample size is small . On the other
hand, although data processing methods based on the
grey theory can describe and solve the problem of small
sample panel data or high-dimensional data to a certain
extent, and enrich and expand the scope of the grey
relational analysis model, they do not take the cross-
sectional and time dimensions of the decision object
into account to excavate the information contained in
the multi-index panel data. At the same time, the num-
ber of clusters is generally given by humans, lacking
scienti�c rationale, which often leads to discrepancies
between clustering results and reality. Therefore, con-
sidering these two aspects, this paper attempts to mine
the cross-section information and time information
of the research object, and uses the grey absolute
incidence analysis method to construct the grey object
matrix absolute incidence clustering method based on
multi-index and small sample panel data. On this
basis, the hierarchical clustering algorithm is applied to
overcome the drawbacks of traditional grey clustering
to determine the clustering threshold, so that it is
simpler and more reasonable to obtain the clustering
number.

The remainder of this paper is organized as
follows: The grey object matrix absolute incidence
analysis method based on multi-index panel data is

proposed in Section 2. In Section 3, a hierarchical
clustering algorithm based on the grey object matrix
absolute incidence analysis model is established. In
Section 4, the case is used to cluster and assess the
regional patent R&D e�ciency. Finally, this study
gives some conclusions that have been concluded from
the novel grey object matrix incidence clustering model
and cases in Section 5.

2. A grey object matrix absolute incidence
analysis method based on multi-index panel
data

Suppose that there exists a multi-index panel data de-
cision information system denoted as S = fU;A; V;Cg,
where U = f1; 2; :::; Ng and A = fa1; a2; :::; amg
stand for a set of objects and indices, respectively;
V = [vtij(i = 1; 2; :::; n; j = 1; 2; :::;m; t = 1; 2; :::; T )
expresses the value �eld of panel data, and vtij shows
the observed value of the object i at time t, with respect
to index j. It can be converted to a two-dimensional
table on the plane, as shown in Table 2.

De�nition 1. Assume that xij(t) respects the di-
mensionless measure of the index value vtij of j (j =
1; 2; :::;m) at the time t (t = 1; 2; :::; T ) of i (i =
1; 2; :::; N), on the premise of i = 1; 2; :::; n; j =
1; 2; :::;m; and t = 1; 2; :::; T . If it satis�es �ij(t) =
�xij(t)
xij(t) , then:

xi =

2666666664
xi1(1) xi2(1) : : : xij(1) : : : xim(1)
xi1(2) xi2(2) : : : xij(2) : : : xim(2)

...
... : : :

... : : :
...

xi1(t) xi2(t) : : : xij(t) : : : xim(t)
...

... : : :
... : : :

...
xi1(T ) xi2(T ) : : : xij(T ) : : : xim(T )

3777777775 ;
i = 1; 2; :::; N;

Table 1. Comparison between clustering method proposed in this paper and existing methods.

Literature Multidimensional
information

Large sample Small sample Number of clusters

[5]
p p

Arti�cial determination

[6]
p

Arti�cial determination

[2,7]
p p

Arti�cial determination

[9,10]
p

Arti�cial determination

[11{15]
p

Automatic determination

[32]
p p

Arti�cial determination

[33,34]
p p

Arti�cial determination

Grey clustering
p

Arti�cial determination

This paper
p p

Automatic determination
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Table 2. Three-dimensional table description method of panel data.

Time 1 ... t ... T

index ... index ... index

Object 1 ... j ... m ... 1 ... j ... m ... 1 ... j ... m

1 v1
11 ... v1

1j ... v1
1m ... vt11 ... vt1j ... vt1m ... vT11 ... vT1j ... vT1m

...
...

...
...

...
...

...
...

...
...

i v1
i1 ... v1

ij ... v1
im ... vti1 ... vtij ... vtim ... vTi1 ... vTij ... vTim

...
...

...
...

...
...

...
...

...
...

n v1
n1 ... v1

nj ... v1
nm ... vtn1 ... vtnj ... vtnm ... vTn1 ... vTnj ... vTnm

�i =

26666664
�i1(2) �i2(2) : : : �ij(2) : : : �im(2)

...
... : : :

... : : :
...

�i1(t) �i2(t) : : : �ij(t) : : : �im(t)
...

... : : :
... : : :

...
�i1(T ) �i2(T ) : : : �ij(T ) : : : �im(T )

37777775 ;
i = 1; 2; :::; N;

are called the development state matrix and devel-
opment speed matrix under panel data of object i,
respectively, where xij(t) and �ij(t) stand for the
absolute quantity and relative quantity of the index,
respectively, and �xij(t) = jxij(t)� xij(t� 1)j.

For the clustering problem with panel data, the
development of objects with di�erent indices in di�er-
ent stages takes on di�erent states. Each sequence of
panel data matrix represents the corresponding system
behavior index. The columns of the matrix describe the
cross-sectional characteristics of each object, while the
rows of the matrix reect the temporal characteristics
of the object. It can be said that the object is mainly
a�ected by the cross-sectional information and time
information. Therefore, for any two objects, the prox-
imity degree is required to measure the comprehensive
and integrated information of these two aspects. In
order to accurately characterize the dimension charac-
teristic of panel data, the dissimilarity degree is used
to reverse the similarity among objects; the smaller the
dissimilarity degree, the greater the similarity. The
panel data contains information on two dimensions:
section and time. The section information is reected
in the relative development state of di�erent objects.
The time information is reected in the development
speed level. Therefore, the relative development level
and development speed can be used to measure the
similarity of section information and time information.
So that the grey object matrix absolute incidence
analysis model is constructed.

For 8i; s 2 X; 8aj 2 A; 8t 2 T and i 6= s, if xi;xs
and �i;�s represent the development state matrix and

development speed matrix of an object and under panel
data, respectively. By referencing the panel data mean
and variance processing method from the pieces of
literature [41,42], one can obtain as follows:

d1
isj =

1
T

TX
t=1

�1
isj ; (1)

d2
isj =

vuut 1
T � 1

T�1X
t=1

(�ij(t)� �sj(t))2; (2)

which are the development state horizontal distance
and development speed horizontal distance between
object i and s over the multi-index panel data, respec-
tively. The proof of Theorem 1 in Appendix A can be
used to prove that the settings of Eqs. (1) and (2) are
in accordance with the grey sequence operation, where,
�1
isj = jxij(t)� xsj(t)j.

De�nition 2. For 8i; s 2 X; 8aj 2 A; 8t 2 T and
i 6= s, if d1

isj and d2
isj stand for the development state

horizontal distance and development speed horizontal
distance between object i and s, respectively, then:

�isj =
min
i

min
j
d3
isj + �max

i
max
j
d3
isj

d3
isj + �max

i
max
j
d3
isj

; (3)

dAis = �is =
mX
j=1

wj�isj ; (4)

are called the grey incidence coe�cient and incidence
degree between object i and s over the index and the
index set under panel data, respectively, where, d3

isj =
�1d1

isj + �2d2
isj , 0 � �1 � 1; 0 � �2 � 1; �1 + �2 = 1,

� 2 (0; 1), wj is the weight of the index j(j = 1; 2; :::;m)

under the index set, 0 � wj � 1;
mP
j=1

wj = 1. Then,

the value of �1 and �2 are determined based on the
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speci�c problem. It can be obtained through expert
investigation, analytic hierarchy, the entropy weight
coe�cient method, the variance contribution method
and so on. The principle is to make the clustering
results more in line with the actual situation, if �1 >
�2, it shows that the cross-sectional features of the
panel data a�ect the clustering results more than the
timing characteristics, and vice versa.

De�nition 3 is the grey object matrix absolute
incidence analysis model.

Theorem 1. The grey object matrix absolute inci-
dence analysis model has the following basic properties:

1. Normality, 0 < �is � 1;
2. Symmetry;
3. Proximity;
4. Comparability;
5. Uniqueness;
6. Similarity;
7. Parallelism;
8. Consistency.

Proof. the speci�c proof process is detailed in Ap-
pendix A.

There are many methods for measuring the similarity
between decision objects in existing literature, and the
typical ones mainly involve the following:

1. Minkowski distance.

dist( ~X; ~Y ) =

 
nX
i=1

jxi � yijp
!1=p

: (5)

2. Cosine similarity [33,34].

cos(�) =
~XT ~Y
j ~Xj � j~Y j : (6)

3. K-L distance (relative entropy)[43].

D(p k q) =
X
x

p(x) log
p(x)
q(x)

: (7)

The Minkowski distance does not take into ac-
count the distribution of individual components (ex-
pectation, variance, etc.), which may be di�erent. It
exaggerates the role of small variables and is unsta-
ble. The cosine similarity requires the integrity of
the data for each dimension and is not sensitive to
absolute quantities. The K-L distance is di�cult to
deal with panel data with small samples and unclear
probability distribution. Therefore, the grey object
matrix absolute incidence proposed in this paper can
make up for any lack in the above methods, and fully
excavate the information contained in the multi-index
panel data.

3. Hierarchical clustering algorithm based on
grey object matrix absolute incidence
analysis model

The cluster of grey incidences is mainly used to classify
factors of the same type in order to simplify compli-
cated systems, and then classi�es the observed objects
by setting thresholds on the basis of grey incidence
degree between any two observed objects [1].

De�nition 3. It is assumed that dAis is the distance
between the decision object i; and s on the multi-index
set A. For 8i; s 2 U , if dAis = dAsi is satis�ed, then, the
matrix:

d =

2666666664
dA11 dA12 : : : dA1s : : : dA1n
dA21 dA22 : : : dA2s : : : dA2n
...

... : : :
... : : :

...
dAi1 dAi2 : : : dAis : : : dAin
...

... : : :
... : : :

...
dAn1 dAn2 : : : dAns : : : dAnn

3777777775 ;
is called the incidence matrix of the objects over the
multi-index.

De�nition 4. It is assumed that d stands for the
incidence matrix of the objects over the multi-index.
For 8i; s 2 U;A, the threshold value � 2 [0; 1]. If
dAis � �, then i; and s are the same class.

The threshold value � can be determined accord-
ing to the needs of the actual problem. If the threshold
value � is closer to 1, the more detailed classi�cation,
and the lower the number of objects in each component;
if the threshold value � is smaller, then the more coarse
the classi�cation is, and each component of the variable
is relatively more. Generally, � > 0:5.

According to De�nitions 3 and 4, one can �nd that
grey incidence clustering is based on the determined
clustering threshold value, which lacks a theoretical ba-
sis. However, the hierarchical clustering algorithm can
overcome the shortcoming. The hierarchical clustering
algorithm repeatedly calculates the similarity between
two types of data points and combines the most similar
data of two points in all data points to realize the �nal
classi�cation. In summary, the hierarchical clustering
algorithm determines the similarity between them by
calculating the distance between each data point and
all data points.

The smaller the distance, the higher the similar-
ity; the larger the distance, the lower the similarity.
Then, the �nal distance from the nearest two data
points or categories are combined to generate a clus-
tering tree, as shown in Figure 1.

Based on the above analysis, it is well known
that the algorithm is a typical greedy algorithm. This
algorithm �rstly forms the local optimum and �nally
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Figure 1. Schematic diagram of the hierarchical
clustering algorithm.

achieves the global optimum. Because the results
based on the hierarchical clustering algorithm depend
entirely on the choice of the parameters, there is no
need to make a global objective function and a local
minimum in the K mean method and how to select
the initial point can be ignored. Meanwhile, the merge
operation of the hierarchical clustering algorithm can
get the �nal cluster results directly, which means that
once two clusters are combined, they are not revoked.
Therefore, the hierarchical clustering algorithm not
only avoids the error caused by the uncertainty of
human cognition but also overcomes the problem of
setting a grey incidence clustering threshold value, so
that the cluster results from the hierarchical clustering
algorithm are closer to the real situation. In view of
this, on the basis of the grey incidence degree between
any two objects, the cluster of grey incidences are
substituted to cluster analysis by the method of the
hierarchical clustering algorithm.

In the hierarchical clustering algorithm, there are
many ways such as Euclidean, Mahalanobis, Cityblock,
Minkowski, Cosine, and Hamming to calculate the
distance matrix. However, these distance calculation
methods focus on the construction of distance, and
they do not reect the actual background of the
research problem. They cannot totally reect and
excavate the information contained in the panel data,

so, a novel distance matrix should be established to
reect the information of the panel data and meet the
requirements of the hierarchical clustering.

In fact, the greater the grey incidence degree
between the two clustering objects, the smaller the
distance between the two clustering objects, and vice
versa. It can be seen that the grey incidence degree
between the two clustering objects is an inverse re-
lationship with distance, and then the reciprocal of
the grey incidence degree can be used to express the
distance. Because the distance between an object and
its own is 0, the principal diagonal of the distance
matrix is all 0, the principal diagonal of the grey
incidence degree matrix is all 1, and therefore, the
transformation by taking the grey incidence degree to
be reciprocal and then reducing by 1 can be realized.
Assume that d0 stands for the distance matrix in this
paper, the distance matrix d0 can be obtained as
follows:

d0 =

2666666664
d11 d12 : : : d1s : : : d1n
d21 d22 : : : d2s : : : d2n
...

... : : :
... : : :

...
di1 di2 : : : dis : : : din
...

... : : :
... : : :

...
dn1 dn2 : : : dns : : : dnn

3777777775 ;
where, dis = 1=dAis � 1; i = 1; 2; � � � ; n; s = 1; 2; � � � ; n:

The algorithm ow of the hierarchical agglomera-
tive clustering based on the grey object matrix absolute
incidence analysis can be determined, as shown in
Figure 2, and its speci�c steps are as follows:

Step 1: Calculate the grey incidence degree between
any two objects and turn it into the distance;
Step 2: Classify each decision object as a class and
get a total of N classes;

Figure 2. Algorithm owchart of the hierarchical clustering.
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Step 3: Merge the closest two classes into one class;
Step 4: Calculate the distance between the new class
and all the old classes;
Step 5: Repeat the third and fourth steps until
the end of the merge into a class (which contains N
objects) or to satisfy certain conditions;
Step 6: End.

4. Case applications

The patent is an important index to measure the
technological innovation capability of regional high-
tech industry. It is necessary for gaining scienti�c and
technological competitiveness and occupies the high
ground of science and technology. After more than
30 years of reform and opening-up, China's scienti�c
and technological innovation activities have greatly
increased. According to the statistical data of the
National Bureau of Statistics 2008{2016, the patent
R&D investment (R&D sta� full-time equivalent and
R&D expenditure) and output (patent application
volume, technical market turnover) increase from 173.6
million person-years, 3710.2 billion yuan RMB, 573
thousand, 87.6 billion yuan RMB in 2007 to 375.9 mil-
lion person-years, 1416.99 billion yuan RMB, 27985001,
986.6 billion yuan RMB in 2015, respectively, and
the growth rate is much faster. However, through
analysis, it can be seen that technology R&D in
China is still at the initial stage, and there are some
problems such as uneven regional development and
low e�ciency. Compared with the e�ciency of patent
R&D in developed countries, the driving force of patent
R&D in China country has not yet appeared, and there
exists a variety of waste in the factors of scienti�c and
technological development. The \fragmentation" of
patent input and output is more serious, which directly
a�ects the utilization e�ciency of China's scienti�c
and technological resources, as well as a strategic
deployment of the transformation of economic devel-
opment mode and the construction of an innovative
country. By evaluating and analyzing the development
status of regional patent R&D in China, one can
grasp and clarify the di�erences in the status of patent
development in various regions and formulate policies
and measures for R&D in di�erent regions. According
to the statistical data of the \China Statistical Year-
book" (2012{2016), the \China Statistical Yearbook
of Science and Technology" (2012{2016) and CNIPA
(China National Intellectual Property Administration),
one takes the data of the e�ciency of patent R&D in
30 provinces or regions (provinces, municipalities and
autonomous regions of China), (The Tibet region is not
included because of lacking some data) as a research
object, and uses the proposed model to evaluate the
e�ciency of regional patent R&D in China.

The e�ciency evaluation of provincial patent
R&D is a complex systematic project, and it is
necessary to establish a comprehensive and objective
evaluation index system. According to the principles
of scienti�c, comprehensive and data availability, on
the basis of relevant research [44], from the angle of
patent innovation input and output, an evaluation
index system of patent R&D e�ciency is designed. In
terms of input, macro environment and R&D input
should be focused on. Generally speaking, the macro
environment can be measured and characterized by
the per capita GDP and the number of people with
a college degree or above. The R&D input is mainly
measured by two indices of internal expenditure on
R&D and the full-time equivalent of R&D personnel.
In terms of output, it mainly describes the level and
capability of patent R&D output from three dimensions
of output capability, output quality, and industrializa-
tion level. The output capability is generally measured
by the number of patent applications accepted. The
output quality is measured by two indices of the num-
ber of invention patent applications accepted and the
technology market turnover, and the industrialization
level is measured by high tech industry pro�ts and
export volume. The speci�c evaluation indices are
shown in Table 3, and the standard and well-developed
dataset of panel data are shown in Table 4.

According to preliminary research and the evalu-
ation information from invited experts, the weight of
each index can be determined, respectively, and it is
shown as follows:

(w1; w2; w3; w4; w5; w6; w7; w8; w9) =

(0:2; 0:08; 0:1; 0:12; 0:06; 0:15; 0:11; 0:1; 0:08):

Based on the adaptive algorithm from the literature
[45], the weights of cross-sectional information and time
dimension information can be calculated as follows:

�1 = 0:7; �2 = 0:3:

Based on the proposed model in this paper, the
grey incidence degree among regions and the incidence
matrix, the index system of the patent R&D e�ciency
can be calculated as shown in Table B.1 (Appendix
B). Then, the hierarchical clustering distance matrix
between any two regions can be determined using the
designed method in this paper, as shown in Table
B.2 (Appendix B). According to the clustering object
distance matrix of 30 regions in China under the index
system of patent R&D e�ciency, the \Ward" method
is used to cluster 30 regions, and then the speci�c
clustering categories can be obtained, as shown in
Figure 3.

From Figure 3, we can see that 30 provinces
and cities in China mainland can be clustered into
the four categories of excellent, good, medium and
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Table 3. The index system of patent Research and Development (R&D) e�ciency in China's provinces and cities.

First level index Second level index Third level index

Input

Macro
environment

Per capita GDP

The number of people with a college
degree or above

R&D input Internal expenditure on R&D
The full-time equivalent of R&D

personnel

Output

Output
capability

The number of patent applications
accepted

Output quality

The number of invention patent
Application accepted

Technology market turnover
Industrialization

level
High technology industry pro�ts

Export volume

Table 4. Three-dimensional table description method of panel data in China's provinces and cities.

Time 1 ... t ... 5

Index ... Index ... Index
Object 1 ... j ... 9 ... 1 ... j ... 9 ... 1 ... j ... 9

1 v1
11 ... v1

1j ... v1
19 ... vt11 ... vt1j ... vt19 ... vT11 ... vT1j ... vT19

...
...

...
...

...
...

...
...

...
...

i v1
i1 ... v1

ij ... v1
i9 ... vti1 ... vtij ... vti9 ... vTi1 ... vTij ... vTi9

...
...

...
...

...
...

...
...

...
...

30 v1
301 ... v1

30j ... v1
309 ... vt301 ... vt30j ... vt309 ... v5

301 ... v5
30 ... v5

309

Figure 3. Tree cluster diagram of patent Research and Development (R&D) e�ciency of provinces and cities in mainland
China.

poor. For the category of excellent, the e�ciency of
patent R&D is relatively high, and the patent R&D
is at the mature stage, which is embodied in the high
input and output of patent R&D. These provinces and
cities include Beijing (Jing), Guangdong (Yue) and

Jiangsu (Su). Those provinces and cities with good
e�ciency of patent R&D are Tianjin (Jin), Zhejiang
(Zhe), Shandong (Lu) and Shanghai (Hu), respectively.
Those provinces and cities with general e�ciency of
patent R&D (at medium level) cover Hebei (J��), Hei-
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longjiang (Hei), Henan (Y�u), Hunan (Xiang), Jilin
(J��), Chongqing (Y�u), Anhui (Wan), Sichuan (Chuan),
Hubei (E), Shaanxi (Shan), Inner Mongolia (Meng),
Liaoning (Liao), Fujian (Min). Those provinces and
cities with low e�ciency of patent R&D (at poor
level), include Yunnan (Dian), Gansu (Long), Guizhou
(Qian), Shanxi (J��n), Jiangxi (Gan), Guangxi (Gui),
Hainan (Qiong), Qinghai (Qing), Ningxia (Ning), Xin-
jiang (Xin). From the clustering results, one can
see that the e�ciency of the regional patent R&D is
imbalanced, and the e�ciency of the eastern provinces
and cities are signi�cantly better than those of the
central and western provinces and cities. The e�ciency
of the central provinces and cities are better than that
of western provinces and cities, while the e�ciency
of the western provinces and cities are the worst.
Furthermore, there are few provinces and cities with
higher e�ciency, and many more regions are general
and poor, which indicates that the scale e�ect of
China's patent R&D has not yet been highlighted, and
the e�ciency of patent R&D is not as high as a whole.

For those regions with relatively high e�ciency,
they rely on strong scienti�c research institutions,
government policies and adequate �nancial support.
Thus, they develop early science and technology, so
that their market internationalization, information
level and transformation rate of patent achievements
are high. However, it is di�cult for the e�ciency
of these regions to have a greater breakthrough in a
short time. Therefore, these regions should pay much
more attention to international development, and take
on responsibility to occupy the best of international
science and technology in order to develop patent
R&D and realize the rise of China's manufacturing
industry. Some measures, such as making full use
of international resources for innovation to accelerate
the internationalization level and expand the vision of
globalization, adjusting the patent structure to reduce
development costs, increasing the number of high-
tech industry patents to break the international patent
barriers, and participating in international competition
should be taken.

For these regions with relatively good e�ciency of
patent R&D, their economy develops well, their science
and technology power is strong, and thus their patent
input is at a higher level. However, the ability of
these regions' output ability and input is obviously
insu�cient, and their market orientation of patents
needs to be improved; the e�ciency of patent R&D
is not fully excavated and improved. In order to
improve the e�ciency level of these regions' patent
R&D, it is necessary to improve the e�ciency of
the usage of innovative resources, and make e�ective
use of the scienti�c and technological market as the
�rst direction in patent R&D, broaden the scope of
patent R&D and form a reasonable patent structure.

Realising the inherent advantages of patent R&D, these
provinces and cities must continue to maintain and
consolidate a leading position, and strive to seek a path
of internationalization and globalization development.

For those regions with general e�ciency of patent
R&D, their patent R&D is at a stage of rapid de-
velopment, but their patent R&D input and output
are at a moderate level. These regions are mainly
the central provinces, which are in a stage of rapid
economic development. However, these regions cannot
blindly pursue the quantity and speed of patent R&D,
and ignore the quality. Otherwise, the consequences
will be a lot of useless waste of scienti�c and tech-
nological resources, and the e�ciency of patent R&D
will not be high. If these regions want to maintain
the healthy, stable, green and sustainable development
of patent R&D, they should source ow in terms of
input. Meanwhile, local governments should guide the
direction, based on the existing characteristics of these
regions' resources and advantages, and increase the
input of patent R&D funds, personnel and policy and
make reasonable plans for patent R&D according to
local conditions. In the aspect of output, these regions
should adhere to the market orientation, improve the
scienti�c and technological content and quality of
patent R&D, and avoid invalid patents of , low value
and low e�ciency. Based on the clustering results, the
authors management insights are as follows:

1. The category of \Excellent". The patent R&D
e�ciency of such provinces and cities is unlikely to
have a greater breakthrough in the short term. The
future development direction of these provinces and
cities should be tuned into the international market.
It is necessary to take the initiative to assume the
height of international technology. They should
make full use of international innovation resources,
accelerate the level of internationalization, expand
the horizon of globalization; adjust the patent R&D
structure to reduce R&D costs, increase the number
of patents in high-tech industries, break through
international patent barriers, and participate in
international competition;

2. The category of \Good". To improve the level
of patent R&D in such provinces, it is necessary
to improve the utilization e�ciency of innovative
resources. The R&D of patents should be based
on the e�ective demand of the technology market.
The scope of patent R&D should be broadened
and a reasonable patent structure formed. China
must continue to maintain and consolidate a leading
position and seek the path of international and
global development;

3. The category of \Moderate". Such areas must
maintain the healthy, stable, green and sustain-
able development of patent R&D. In terms of
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Figure 4. Cluster maps based on di�erent methods.

investment, sources should be opened and expen-
ditures reduced. The government should guide
the direction, relying on the existing resources and
advantages of the region. It should increase invest-
ment in patent R&D funds, talents and policies,
and formulate reasonable patent R&D development
plans according to local conditions. In terms of
output, China must adhere to the market-oriented,
improve the scienti�c and technological content and
quality of patent R&D, and avoid invalid, low-value,
low-e�ciency patents;

4. The category of \Poor". The R&D of patent in such
provinces and cities is in its infancy. To improve
the patent R&D of such provinces, the government
should strengthen policy support and capital in-
vestment support, and introduce high-quality, high-
tech enterprises and research institutions. At the
same time, the government needs to improve the
science and technology innovation infrastructure
to improve the level of economic development in
the region; strengthen cooperation with science
and technology projects in the central and eastern
regions, and use regional resources to develop an
over the border high-tech industry trade.

In order to better demonstrate the advantages and
disadvantages of the proposed method, the clustering
results of this paper were compared with classical grey
clustering and principal component analysis clustering
and the clustering results were presented using maps,
as shown in Figure 4.

It can be seen from the clustering map that
compared with the method proposed in this paper, clas-
sical grey clustering and principal component analysis
clustering do not give ideal divisions to the central and
western provinces, and they are collectively grouped
into one category. The reason may be that the clas-
sical grey clustering and principal component analysis
clustering cannot simultaneously mine the cross-section
dimension and time dimension information of the panel
data, resulting in incomplete characteristic extraction

of decision objects. Although the absolute amount of
patent input and output in the central and western
provinces is relatively low, from the observation period,
its patent R&D e�ciency is increasing, which has a
large area for improvement. In addition, the determi-
nation of the clustering threshold is too subjective and
lacks a reasonable scienti�c basis, which will lead to
deviation of clustering results to some extent.

Through the above analysis, the proposed model
in this paper can make full use of existing information,
and mine related information and rules contained in the
panel data, and properly deal with the problem with
the cluster evaluation of panel data. Thus, the results
calculated by the model are consistent with the actual
situation.

5. Conclusions

In order to fully grasp the information contained in the
panel data, under the guidance of the idea and method
of the grey incidence analysis model and hierarchical
clustering algorithm, this study establishes a novel
grey object matrix absolute incidence clustering model
based on multi-index panel data, which enriches and
develops the application area and range of the grey
incidence analysis method. Through model and case
analysis, the results show that the proposed model
in this paper can e�ectively deal with the clustering
decision problem with panel data, and extract the
information about the development status and develop-
ment speed of the objects under panel data. However,
the proposed model in this paper cannot e�ciently deal
with the decision problem which contains a hysteresis
e�ect and periodic uctuation. Considering this, the
proposed model still needs further research.
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Appendix A

Proof of Theorem 1:

1. Normality. Known by De�nitions 1 and 2, 0 <
d1
isj ; d2

isj , and 0 � �1 � 1; 0 � �2 � 1; �1 + �2 = 1,
then 0 < d3

isj = �1d1
isj + �2d2

isj . If min
i

min
j
d3
isj =

d3
isj , then �isj=1; if min

i
min
j
d3
isj 6= d3

isj , then

d3
isj > min

i
min
j
d3
isj , thus we can get min

i
min
j
d3
isj +

�max
i

max
j
d3
isj < d3

isj + �max
i

max
j
d3
isj , then �isj <

1. Obviously, 0 < �isj . Therefore, 0 < �isj � 1.

In addition, 0 � wj � 1;
mP
j=1

wj = 1, that is

0 < �is � 1, the grey incidence degree satis�es the
normality.

2. Symmetry. If U = fi; sg, then jxij(t) �
xsj(t)j = jxsj(t) � xij(t)j, [�ij(t)� �sj(t)]2 =
[�sj(t)� �ij(t)]2. In view of this, d1

isj = d1
sij ,

d2
isj = d2

sij , that is d3
isj=d3

sij . Obviously, one can
get min

i
min
j
d3
isj + �max

i
max
j
d3
isj = min

s
min
j
d3
sij +

�max
s

max
j
d3
sij d3

isj + �max
i

max
j
d3
isj = d3

sij +

�max
s

max
j
d3
sij .

Thus, when �isj = �sij , that is �is = �si, the
grey incidence degree satis�es the symmetry.

Since the dimensions of di�erent indicators in
the original sample matrix are di�erent, the di�erent
dimensions of the indicators will have an impact on
the modeling quality and the system analysis results.
Therefore, the original data matrix needs to be pro-
cessed to eliminate the inuence of the dimension. For
the object behavior matrix in which the multiplication
transformation occurs, the correlation coe�cient of
each point is unchanged after the elements are stan-
dardized, so the order-multiplicative transformation
consistency and the number-multiplication transforma-
tion order-satisfaction are satis�ed. Therefore, the
grey incidence degree satis�es the parallelism and
consistency.

Appendix B

The index system of the patent R&D e�ciency can be
calculated as shown in Table B.1. Also, the hierarchical
clustering distance matrix between any two regions can
be determined using the designed method in this paper,
as shown in Table B.2.
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