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Abstract. Evaluation of liquefaction is one of the most important issues of geotechnical
engineering. Liquefaction prediction depends on many factors, and the relationship between
these factors is non-linear and complex. Di�erent authors have proposed di�erent methods
for liquefaction prediction. These methods are mostly based on statistical approaches and
neural network. In this paper, a new approach based on rough set data mining procedure
is presented for liquefaction prediction. The rough set theory is a mathematical approach
to the analysis of imperfect knowledge or unclear description of objects. In this approach,
decision rules are derived from conditional attributes in rough set analysis, and the results
are compared with actual �eld observations. The results of this study demonstrate that
using this method can be helpful for liquefaction prediction and can reduce unnecessary
costs in the site investigation process.
© 2019 Sharif University of Technology. All rights reserved.

1. Introduction

Liquefaction is one of the major causes of destruction
during an earthquake. This phenomenon occurs when
soil loses much of its strength or sti�ness for a quite
short time, but long enough to cause many disasters.
This can happen when pore water pressure increases
rapidly as a result of the reduction of pore volume
and soil densi�cation when saturated soil is subjected
to seismic shaking. When the excess pore pressure
becomes equal to the initial e�ective stress, the inter-
granular e�ective stress is negligible and the liquefac-
tion occurs [1].

The evaluation of liquefaction potential of a site
is an important issue in geotechnical earthquake engi-
neering. Liquefaction potential is generally determined
through in situ and laboratory investigations that are
usually expensive and time consuming.
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Seed and Idriss [2] developed a simpli�ed pro-
cedure from empirical evaluations' �eld studies and
laboratory tests. In this method, the number of cycles
and the shear stress level are the most important
requirements. In the study by Seed et al. [3], the
equivalent shear stress was selected as 65% of the
maximum shear stress, while Ishihara and Yasuda [4]
considered the equivalent shear stress as 57% for 20
cycles of loading. This method gradually proceeded
towards completion in other works by Seed [5], Seed
and Idriss [6], and Seed et al. [7]. This method later
became completed more by Youd et al. [8] and was
presented as a summary report, which is commonly
referred to as NCEER workshop method.

Dobry et al. [9] presented the cyclic strain method
for prediction of pore water pressure buildup and lique-
faction of sands during earthquakes. Many researchers
have studied energy-based liquefaction assessment ap-
proaches [10-13].

Researchers later adopted arti�cial neural net-
work approaches. Rahman and Wang [14] developed a
fuzzy neural network model for liquefaction prediction.
Chen et al. [15] assessed the liquefaction probability
using an energy-based method with a neural network
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procedure. Baziar and Jafarian [16] developed an ANN
model to correlate some of the soil parameters with
the strain energy required for liquefaction triggering.
Hanna et al. [17] proposed a neural network model for
the two major earthquakes in Turkey and Taiwan.

Khozaghi and Choobbasti [18] predicted the liq-
uefaction potential in the southeast of Tehran city
in Iran using neural network approach. A trained
ANN based on ant colony algorithm was proposed by
�Ozbak�ar et al. [19]. Abbaszadeh Shahri [20] predicted
liquefaction potential using di�erent arti�cial neural
network models during a case study.

In this paper, a new method is developed based
on rough set theory, which is a powerful mathematical
approach to data mining. Rough set theory is a mathe-
matical approach to the analysis of a vague description
of objects presented by a well-known mathematician,
Pawlak [21]. Using this procedure, we can simply
determine the decision rules by data mining. The
decision rules are derived from conditional attributes
in rough set analysis to account for data vagueness and
uncertainty and to potentially reduce data collection
needs. The advantage of this method is that it does not
need any additional knowledge about the data, and the
results of this study indicate that using this method can
be e�ective and useful for the liquefaction prediction.

2. Rough set theory

Pawlak [21] developed the rough set theory for data
mining and knowledge discovery. Rough set theory
provides a powerful tool to discover rules in data
tables; by eliminating the insigni�cant attributes, the
computational complexity of data processing reduces.

The rough set method is based on the assumption
that a certain amount of information expressed by
some attributes can be associated with any object of
the universe. Objects with the same description are
indiscernible or similar with respect to the available
information. The indiscernible relation forms a math-
ematical basis of the rough set theory. It partitions
the universe with blocks of elementary sets that can be
used to build knowledge about a world. In rough set
method, the input information can be quantitative or
qualitative data. The �nal results in this method are
in the form of \if..., then..." decision rules using the
most signi�cant attribute [22,23].

The lower and upper approximations of a set
(Figure 1) can be described as follows:

Let us consider an approximation space:

apr = (U;A); (1)

where U is the universe that is a �nite and non-
empty set, and A is the set of attributes. The upper

Figure 1. A set approximation of an arbitrarily set X in
U [23].

approximation of X in A is:

apr(A) = fxjx 2 U;U=ind(A) \X 6= �g: (2)

In addition, the lower approximation of X in A is:

apr(A) = fxjx 2 U;U=ind(A) � Xg; (3)

where,

U=ind(a) = f(xi; xj) 2 U � U; f(xi; a)

= f(xj ; a);8a 2 Ag; (4)

where X is a subset of U .
The boundary can be represented as follows:

BN(A) = abr(A)� apr(A): (5)

According to the approximation space, the reducts
and the decision rules can be calculated. Given an
information system, I = (U;A).

The reduct, RED(B), is a minimal set of at-
tributes B � A, such that rB(U) = rA(U) where:

rB(U) =
P

card(B(Xi))
card(U)

; (6)

denotes the quality of approximation of U by B .
A decision rule can be expressed as ') �, where

' denotes the elementary condition and � denotes the
elementary decision. The advantage of the induction-
based approaches is that it can provide the intelligible
rules for decision-makers. These intelligible rules can
help decision-makers realize the contents of data sets.

3. Application of the rough set theory in
liquefaction prediction

In data analysis of the rough set theory, the main
computational attempt to determine the relationship
between the attributes and to �nd the deterministic
rules in the information system. In this study, two
di�erent databases are used based on SPT [7] and CPT
tests [24]. Application of the rough set theory needs to
de�ne the conditional attributes.

The attributes de�ned in Table 1 are shown to be
the most appropriate for liquefaction study [14].
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Table 1. Conditional attributes for liquefaction prediction.

Conditional
attributes

Classi�cation of
attributes

Conditional
attributes

Classi�cation
of attributes

(a) Earthquake magnitude

1-very high

(f) Cyclic shear stress

ratio, �=s0vo

1-very high

2-high 2-high

3-fairly high 3-fairly high

4- medium 4- medium

5-fairly low 5-fairly low

6-low 6-low

7-very low 7-very low

(b) Vertical total overburden

pressure, �vo

1-very high

(g) Fine content of

the soil, F (%)

1-very high

2-high 2-high

3-fairly high 3-fairly high

4- medium 4- medium

5-fairly low 5-fairly low

6-low 6-low

7-very low 7-very low

(c) Vertical e�ective overburden

pressure, �0vo

1-very high

(h) Median grain diameter

of soil, D50

1-very high

2-high 2-high

3-fairly high 3-fairly high

4- medium 4- medium

5-fairly low 5-fairly low

6-low 6-low

7-very low 7-very low

(d) Corrected SPT

value (N1)60 or qc

value from CPT

1-very high

(i) Critical depth

of liquefaction, Dcr

1-very high

2-high 2-high

3-fairly high 3-fairly high

4- medium 4- medium

5-fairly low 5-fairly low

6-low 6-low

7-very low 7-very low

(e) Acceleration ratio, amax=g

1-very high

(j) Water table depth, Dw

1-very high

2-high 2-high

3-fairly high 3-fairly high

4- medium 4- medium

5-fairly low 5-fairly low

6-low 6-low

7-very low 7-very low
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Table 2(a). SPT-based data inspection for prediction of liquefaction.

Decision table
Results using

simpli�ed
procedure [8]

Fuzzy neural
network [14]

Sites Conditional attributes� Decision
levels��

a b c d e f g h i j

S1 5 5 5 6 6 6 6 7 5 6 0 No 0.3

S2 5 1 2 7 6 6 5 7 1 6 0 No 0.3

S3 6 6 5 1 7 7 5 7 6 5 0 No 0.3

S4 6 6 5 7 7 7 5 7 6 5 0 No 0.3

S5 6 5 5 4 7 7 5 7 5 5 0 No 0.3

S6 6 7 7 6 6 5 2 7 7 7 0 No 0.7�

S7 6 5 6 5 6 5 6 7 5 7 0 No 0.3

S8 6 6 6 6 5 5 6 7 6 6 1 Yes 0.7

S9 6 6 5 4 5 5 6 7 6 5 0 No 0.3

S10 6 6 5 5 5 5 6 7 6 5 0 No 0.4

S11 6 5 5 7 5 5 1 7 5 5 1 Yes 0.7

S12 6 6 6 7 5 5 3 7 6 5 1 Yes 0.7

S13 6 6 5 6 5 5 1 7 6 5 1 Yes 0.7

S14 6 7 5 7 6 6 3 7 6 5 1 Yes 0.3�

S15 6 6 6 5 6 6 6 7 6 5 0 No 0.3

S16 6 6 6 6 6 6 5 7 6 6 0 No 0.3

S17 2 3 3 4 6 5 7 7 3 6 0 No 0.7�

S18 2 5 3 5 4 5 7 7 5 6 1 Yes 0.7

S19 2 5 6 5 6 5 7 7 5 6 1 Yes 0.3�

S20 2 5 5 5 6 5 6 7 5 6 0 No 0.7�

S21 2 2 3 2 6 5 6 7 3 6 0 No 0.3

S22 2 4 4 3 6 5 6 7 4 6 0 No 0.3

S23 2 5 5 6 5 5 6 7 5 6 1 Yes 0.7

S24 2 3 4 5 6 5 6 7 4 6 1 Yes 0.7

S25 2 4 4 5 6 5 6 7 4 6 1 Yes 0.7

S26 2 3 4 5 6 5 6 7 3 6 1 Yes 0.7

S27 2 6 6 4 6 5 6 7 7 6 1 Yes 0.7
� The conditional attributes are de�ed in Table 1.
�� Decision level = 1: liquefaction likely; Decision level = 0: Liquefaction unlikely.

Consequently, each conditional attribute is pro-
vided with 7 classes: 1) very high, 2) high, 3) fairly
high, 4) medium, 5) fairly low, 6) low, and 7) very
low. The decision attribute is classi�ed in two levels:
level 1 shows that the liquefaction potential exists
and level 2 indicates that there is no liquefaction
potential.

The classi�cation of all attributes has been carried

out by de�ning the speci�c levels and assigning a
code to each speci�ed attribute in the rows of the
Table 1 [25].

Tables 2(a) and 2(b) show the class numbers of
conditional attributes and decision levels [14] for two
di�erent databases for liquefaction potential based on
SPT [7] and CPT tests [24]. These tables, which
are called the decision tables, show the relationship
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Table 2(b). CPT-based data inspection for prediction of liquefaction.

Decision table
Results using

simpli�ed
procedure [8]

Fuzzy neural
network [14]

Sites Conditional attributes� Decision
levels��

a b c d e f h i j

S1 3 6 6 7 7 6 7 6 6 1 Yes 0.7

S2 3 6 6 7 7 7 7 6 6 1 Yes 0.7

S3 3 5 5 7 7 6 7 4 6 1 Yes 0.7

S4 3 6 6 7 7 7 7 6 6 1 Yes 0.7

S5 3 3 4 7 7 6 7 3 6 0 No 0.6�

S6 3 4 5 7 7 6 7 4 6 1 Yes 0.7

S7 3 6 6 6 6 6 7 6 6 1 Yes 0.7

S8 3 5 6 6 6 6 7 5 6 1 Yes 0.7

S9 3 5 6 7 6 6 7 5 6 1 Yes 0.7

S10 3 5 5 7 6 6 7 4 6 1 Yes 0.7

S11 3 4 5 6 6 6 7 4 6 1 Yes 0.7

S12 5 6 6 3 4 3 7 6 6 0 No 0.3

S13 5 6 6 7 4 3 7 6 6 1 Yes 0.7

S14 5 6 6 6 4 3 7 6 6 0 No 0.7�

S15 5 7 7 7 6 5 7 7 7 1 Yes 0.7

S16 5 6 7 6 6 5 7 5 7 1 Yes 0.7

S17 5 6 6 2 2 2 7 6 6 0 No 0.3

S18 5 6 6 1 2 2 7 6 6 0 No 0.3

S19 5 5 6 6 2 1 7 6 6 1 Yes 0.7

S20 5 6 6 5 2 2 7 6 6 0 No 0.7�

S21 5 6 6 6 2 2 7 6 6 0 No 0.7�

S22 1 6 6 5 6 6 7 6 6 0 No 0.3

S23 1 6 6 4 6 6 7 6 6 0 No 0.3

S24 1 5 6 4 6 6 7 5 6 0 No 0.3

S25 1 6 6 7 6 6 7 6 6 1 Yes 0.7

S26 1 6 6 6 6 6 7 6 6 1 Yes 0.6

S27 1 5 6 6 6 6 7 5 6 1 Yes 0.6

S28 1 5 5 5 6 6 7 5 6 1 Yes 0.4�
� The conditional attributes are de�ed in Table 1.
�� Decision level = 1: Liquefaction likely; Decision level = 0: Liquefaction unlikely.

between the class numbers of the conditional attributes
of each site and its decision attribute [26].

4. Minimal decision algorithm and the
decision rules

In order to �nd the minimal decision table and extract
the decision rules, the compatibility of the decision
levels with the conditional attributes should be eval-
uated [27].

The next step is to �nd the non-deterministic
rules in the table or the sites with the same class in all
conditional attributes, yet di�erent in decision levels.
The non-deterministic rules in the table imply that the
number of conditional attributes is not su�cient, and
new conditional attributes should be added [28,29].

There are not any non-deterministic rules in
Tables 2(a) and 2(b), and the decision levels are
subordinate to the conditional attributes.

The process of extracting the decision rules from
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Table 3(a). Arrangements of conditional attributes
(SPT-based data).

Case
number

Conditional
attributes

1 d f g i -
2 d e g i -
3 a d g i -
4 b d e g -
5 a b d g -
6 c d f g -
7 c d e g -
8 c d f j -
9 c d e j -
10 a c d e -
11 a c d f -
12 a c d g -
13 b d f g j

Table 3(b). Arrangements of conditional attributes
(CPT-based data).

Case
number

Conditional
attributes

1 d f i -
2 c d f -
3 b d e -
4 b d f -
5 a b d j
6 a b d i
7 a b c d

the data tables is a trial and error process in which
the conditional attributes are removed one by one, and
then the decision table is checked for any contradiction.
In this way, the signi�cant conditional attributes in
the diagnoses would be determined (Tables 3(a) and
3(b)). This process is used for Tables 2(a) and 2(b);
considering the extracted rules (Tables 4(a) and 4(b)),
it can be seen that the most signi�cant attributes are
d, e, c, a, b, g, and f , respectively.

5. Results of fuzzy neural network models

The results of fuzzy neural network model from Rah-
man and Wang [14] are shown in Tables 2(a) and
2(b). to compare with the results of the rough set
theory for the same databases. In the fuzzy neural
network developed by Wang and Rahman [14], a range
of linguistic labels were used as follows:

0.0-0.2: liquefaction highly unlikely;
0.2-0.4: liquefaction unlikely;

0.4-0.6: not enough information to decide;
0.6-0.8: liquefaction likely;
0.8-1.0: liquefaction highly likely.

The results of the lique�ed case histories appear
to have an output range of 0.6-0.7, and the liquefaction
prediction indices for liquefaction unlikely cases have a
range of 0.3-0.4; however, there were some misclassi-
�cations in 5 cases in each table. The decision levels
used in rough set analysis in Tables 2(a) and 2(b) are
a result of real data from past earthquakes with the
same classi�cations as the simpli�ed method proposed
by Youd et al. [8].

6. Comparison of rough set with stepwise
regression analyses

The regression analysis is a simple method for �nding
the relationship between variables. In this method, the
relationship is expressed in the form of an equation
connecting the dependent variable to the predictor
variables [30].

The response variable is denoted by Y and the
set of predictor variables is shown by X1, X2,..., XP ,
where p indicates the number of predictor variables.

The relationship between Y and X1, X2,..., Xp,
is approximated by the following equation:

Y = �0 + �1X1 + �2x2 + :::+ �PXP + "; (7)

where �0; �1; :::; �P are called the regression coe�-
cients, and " represents the error of approximation.

In this paper, attempt is made to �nd the e�ective
attributes in liquefaction prediction; therefore, the
dependent parameters should be the indicators of the
decision levels and the independent parameters should
represent the characteristics of the sites.

It is practically di�cult or impossible to use all
the parameters to form a regression equation to predict
the liquefaction potential of a site. Consequently, the
stepwise method is used to select the most suitable
combinations of attributes. In the stepwise procedure,
di�erent parameters are used to develop the best
correlation with the highest value of R2.

For this reason, �rst, the value of the correlation
coe�cient between each independent parameter and
dependent variables is estimated.

The independent parameters should be added
one by one to the �rst parameter in the form of a
regression equation with two independent variables; in
each step, the value of R2 is evaluated. This process
continues until the addition of another independent
parameter to the model has a negligible e�ect on R2.
Accordingly, the presented parameters in the linear
regression equation acquired by the stepwise procedure
are regarded as the most signi�cant de�ned parameters



M. Arabani and M. Pirouz/Scientia Iranica, Transactions A: Civil Engineering 26 (2019) 779{788 785

Table 4(a). Rules generated by rough set analysis (based on SPT testing data).

Deterministic rules Satisfactory cases

Rule 1
If �0vo is medium or fairly high and

(N1)60 is fairly low, then the liquefaction occurs

c in (f3,4g) and (d = 5) ) (Decision = 1)

fS18; S24; S25; S26g

Rule 2
If (N1)60 is low or very low and

amax=g is fairly low, then the liquefaction occurs

d in (6,7) and (e = 5) ) (Decision = 1)

fS8; S11; S12; S13; S23g

Rule 3
If the earthquake magnitude is high and

�0vo is low, then the liquefaction occurs

(a = 2) and (c = 6) ) (Decision = 1)

fS19; S27g

Rule 4
If �ne content of the soil (F (%))

is fairly high, then the liquefaction occurs

(g = 3) ) (Decision = 1)

fS14g

Rule 5 If �vo is very high or high, then the liquefaction does not occur

b in (1,2) ) (Decision = 0)
fS2; S21g

Rule 6
If �vo is fairly low and and amax=g

is low and F (%) is low, then the liquefaction does not occur

(b = 5) and (e = 6) and (g = 6) ) (Decision = 0)

fS1; S7; S20g

Rule 7
If (F (%)) is fairly low or low and water

table depth (Dw) is fairly low, then the liquefaction does not occur

g in (5,6) and (j = 5) ) (Decision = 0)

fS3; S4; S5; S9; S10; S15g

Rule 8 If (N1)60 is fairly high, then the liquefaction does not occur

(d = 3) ) (Decision = 0) fS22g

Rule 9 If (F (%)) is low and amax=g is low, then the liquefaction does not occur

(d = 6) and (e = 6) ) (Decision = 0)
fS1; S6; S16g

Rule 10
If �vo is fairly high and �0vo is fairly high,

then the liquefaction does not occur

(b = 3) and (c = 3) ) (Decision = 0)

fS17g

Quality of classi�cation: 1

Accuracy of approximation: 1

that can be used for liquefaction prediction. The
results of regression equations are shown in Tables 5(a)
and 5(b).

The results show that the linear regression proce-
dure cannot make an accurate equation for liquefaction
prediction. The highest values of R2 using all the
attributes in the regression analysis are 58.9% for SPT-
based data and 53.6%. Besides, the quality and the

accuracy of approximation in the rough set procedure
are higher than those of the other procedures are.

7. Conclusions

The prediction of liquefaction is very important in
geotechnical engineering. In this paper, a new ap-
proach was introduced to predict the liquefaction po-
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Table 4(b). Rules generated by rough set analysis (based on CPT testing data).

Deterministic rules Satisfactory cases

Rule 1
If qc is low or very low and amax=g is low,

then the liquefaction occurs

d in (f6, 7g) and (e = 6) ) (Decision = 1)

fS7; S8; S9; S10; S11; S15; S16; S25; S26; S27g

Rule 2
If the earthquake magnitude is fairly high

and �vo is medium, fairly low or low, then the liquefaction occurs

(a = 3) and (b in (f4,5,6g)) (Decision = 1)

fS1; S2; S3; S4; S6; S7; S8; S9; S10; S11g

Rule 3 If �=s0vo is very high, then the liquefaction occurs

(f = 1) ) (Decision = 1)
fS19g

Rule 4 If �0vo is fairly low, then the liquefaction occurs

(c = 5) ) ( Decision = 1)
fS28g

Rule 5
If the earthquake magnitude is fairly low and

qc is very low, then the liquefaction occurs

(a = 5) and (d = 7) ) (Decision = 1)

fS13g

Rule 6 If �=s0vo is high, then the liquefaction does not occur

(f = 2) ) (Decision = 0)
fS17; S18; S20; S21g

Rule 7 If qc is fairly high or medium, then the liquefaction does not occur

d in (f3,4g) ) (Decision = 0)
fS12; S23; S24g

Rule 8
If �0vo is low and qc is fairly low, then

the liquefaction does not occur

(c = 6) and (d = 5) ) (Decision = 0)

fS20; S22g

Rule 9 If �vo is fairly high or low, then the liquefaction does not occur

(b = 3) ) (Decision = 0)
fS5g

Rule 10 If qc is low and �=s0vo is fairly high, then the liquefaction

does not occur (d = 6) and (f = 3) ) (Decision = 0)
fS14g

Quality of classi�cation: 1

Accuracy of approximation: 1

Table 5(a). Stepwise regression equations for SPT-based data.

Data Regression equations R2�

SPT-based

Decision = 2:421� 0:342e 22.2%
Decision = 2:665� 0:332e� 0:070a 29.5%
Decision = 3:397� 0:290e� 0:136a� 0:134g 42.7%
Decision = 2:519� 0:234e� 0:148a� 0:107g + 0:092d 48%
Decision = 2:023� 0:205e� 0:184a� 0:102g + 0:097d+ 0:087b 52.3%
Decision = 2:957� 0:194e� 0:205a� 0:093g + 0:111d+ 0:082b� 0:176j 55.7%
Decision = 2:864� 0:190e� 0:203a� 0:090g + 0:119d+ 0:090i� 0:183j 56.3%
Decision = 3:578� 0:238e� 0:215a� 0:091g + 0:102d� 0:028i� 0:267j + 0:161c�� 58.7%
Decision = 3:559� 0:238e� 0:213a� 0:090g + 0:104d� 0:027b� 0:268j + 0:159c��� 58.8%

�R2 value resulting from the linear regression of all parameters (all 10 parameters) is 59.8%.
��The algorithm resulting from stepwise regression analysis.
���The regression analysis of attribute in rough set analysis decision rules.
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Table 5(b). Stepwise regression equations for CPT-based data.

Data Regression equations R2�

CPT-based

Decision = �0:516 + 0:203d 44.6%
Decision = �0:609 + 0:174d+ 0:052f 47.5%
Decision = �1:524 + 0:177d+ 0:063f + 0:145c 50.6%
Decision = �1:595 + 0:167d+ 0:056f + 0:299c� 0:135i 52.5%
Decision = �1:345 + 0:176d+ 0:216f + 0:263c� 0:146i� 0:161e 53.4%
Decision = �0:964 + 0:177d+ 0:205f + 0:312c� 0:165i� 0:150e� 0:094j�� 53.5%
Decision = �1:463 + 0:035a� 0:098b+ 0:194c+ 0:173d� 0:163e+ 0:251f��� 52.4%

�R2 value resulting from the linear regression of all parameters (all 9 parameters) is 53.6%.
�The algorithm resulting from stepwise regression analysis.
��The regression analysis of attribute in rough set analysis decision rules

tential of sites. This method is based on the rough set
theory, which is a powerful mathematical data mining
procedure. In the presented approach, a data sampling
of the major liquefaction records of di�erent sites
was used to extract appropriate rules for liquefaction
prediction.

The advantage of the rough set procedure over
other methods is that the decisions generated by this
method are explicit, and the modeling process is not
limited to restrictive assumptions.

The rough set approach reduces the complexity
of the attribute space by �nding the reducts, and this
provides engineers with an additional valuable tool for
�nding essential attributes to predict the liquefaction
potential of a site. This paper showed that the rough
set theory could provide an appropriate algorithm to
generate simple rules to predict liquefaction that can
be helpful for engineers in primary judgments to make
decisions about needed laboratory and in situ tests for
accurate studies.
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