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Abstract. Stock indices forecasting has become a popular research issue in recent years.
Although many statistical time series models have been applied to stock indices forecasting,
they are limited to certain assumptions. Accordingly, the traditional statistical time series
models might not be suitable for forecasting real-life stock indices data. Hence, this
paper proposes a novel forecasting model to assist investors in determining a strategy for
investments in the stock market. The proposed model is called the modi�ed support vector
regression model, which is composed of the correlation coe�cient method, sliding window
algorithm, and support vector regression model. The results show that the forecasting
accuracy of the proposed model is more stable than those of the existing models in terms
of average and standard deviation of the Root Mean Square Error (RMSE) and Mean
Absolute Percentage Error (MAPE). Accordingly, the proposed model would be used to
assist investors in determining a strategy for investing in stocks.

© 2018 Sharif University of Technology. All rights reserved.

1. Introduction

In recent years, with the development of the economy,
many people seek to earn more money and pro�ts
by investing in �nancial markets. Accordingly, there
has been much discussion about the best strategy
for investing. Moreover, due to the fact that one
of the most popular investment objects is the stock
market, stock indices forecasting has become more
and more important. Recently, many traditional
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statistical time series models have been successfully
applied to the stock indices forecasting issues, such as
the autoregressive moving average (ARMA) model and
autoregressive integrated moving average (ARIMA)
model [1]. However, it is di�cult to predict stock
indices accurately because stock indices are often af-
fected by many external factors. Furthermore, most
of the traditional statistical time series models are
limited due to the fact that many of their assumptions
might not be �tted to the real life stock indices data.
Hence, many researchers have proposed various novel
forecasting models to predict �nancial problems and
assist investors in determining an investment strategy
without �nancial knowledge.

Many researchers have utilized popular tradi-
tional forecasting models to propose suitable and novel
models for forecasting �nancial issues, such as the
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statistical time series, Fuzzy Time Series (FTS), Ar-
ti�cial Neural Network (ANN), and Support Vector
Regression (SVR) models. For example, Tseng et
al. [2] proposed a hybrid statistical time series model
to forecast the option price. In the model of Tseng
et al., a grey-exponential generalized autoregressive
conditional heteroscedasticity (Grey-EGARCH) model
is developed to decrease the stochastic and nonlinearity
of error term sequence, and then the predictability of
the option-pricing model is elevated further. More-
over, the FTS model has been gaining popularity in
�nancial forecasting such as the stock price indices
forecasting [3,4], foreign exchange rates forecasting [5],
option price forecasting [6-8], and futures exchange
indices forecasting [9] in recent years. For example,
Chen [10] modi�ed the traditional FTS model and
proposed a novel FTS model. The novel FTS model
was called the high-order FTS model. The high-order
FTS model was di�erent from the traditional FTS
model. The high-order FTS model used many days
to construct the trend (the situation) of time series
data for enhancing the prediction performance of the
high-order FTS model.

For ANN model, Leu et al. [7] proposed a hybrid
ANN model, which is called the fuzzy time series-
based neural network model, to predict option prices
in 2010. The model by Leu et al. combined the FTS
and ANN models to improve the problem in �nding the
same fuzzy sets from the historical dataset. Liang et
al. [11] proposed a simple method based on an ANN
model. Liang et al. [11] �rst used four di�erent linear
models to predict option prices. Subsequently, the four
predicted option prices are fed into the ANN model to
get the �nal predicted option price. Compared to the
traditional time series models, the ANN hybrid models
signi�cantly showed better performance under several
performance measures.

Furthermore, the SVR model has been widely
used to solve many �nancial forecasting problems in
recent years. For example, Lee et al. [6] proposed a
hybrid SVR model to predict option prices. In the
model by Lee et al. [6], the Least Square Support
Vector Regression (LSSVR) model is used to assist
the FTS model with option price forecasting, and the
bootstrap method is used to enhance the prediction
accuracy because the sample size of the option price
data might be small. Furthermore, Huang [12] �rst
employed the SVR model to generate surrogates for
actual stock returns. Subsequently, the top-ranked
stocks could be selected to form a portfolio. Finally,
the Genetic Algorithm (GA) was employed for the op-
timization of model parameters, and feature selection
was used to acquire optimal subsets of input variables
to the SVR model.

Although those proposed models were successfully
applied to time series data forecasting, some problems

still existed for dealing with the real-life time series
data. Hence, the main aim of this paper is to counter
these problems and keep the advantages of the existing
proposed model. We, therefore, propose a novel hybrid
model, which is called \the Modi�ed Support Vector
Regression model" (MSVR model), for stock indices
forecasting. The MSVR model is composed of the
statistical method and data mining technology. First,
the MSVR model shares the advantages of the FTS
model, e.g. the MSVR model uses many previous days
to construct the trends of time series data and utilizes
the trends to forecast the next day's value. Although
Leu et al. [5] used the Euclidean distance to search
through similar trends for forecasting, the Euclidean
distance could not be used to measure the daily change.
Hence, the MSVR model uses the correlation coe�cient
method to search for similar trends in the historical
database. Then, the searched similar trends are used
as the training samples to construct the training model
and predict the stock index on the next day by the
trained MSVR model.

The remainder of this paper is organized as
follows. Section 2 briey reviews the de�nition of time
series data, as well as de�nitions of the FTS model,
ANN model, and SVR model. Section 3 introduces the
procedure of the MSVR model. Section 4 introduces
the dataset and reports the experiment results. Sec-
tion 5 gives the conclusions.

2. The related works

Due to the fact that the time series data, FTS model,
ANN model, and SVR model play important roles
in this paper, they will be introduced briey in this
section.

2.1. Time series data
Generally, a time series data is a sequence of data
points, namely the tth data point might be a�ected
by the previous data points. Stock indices, stock
prices, or other �nancial investing objects are the well-
known time series data. If a method is used to predict
the future values (for example, the next day's value)
based on the previously observed time series values, the
method is called the forecasting method for time series
data. For example, the ARMA, ARIMA, and gen-
eralized autoregressive conditional heteroskedasticity
(GARCH) models are well-known statistical methods
for forecasting time series data [1,6,13]. Moreover,
data mining models are also widely used to predict
time series data, such as the ANN [1,14,15] and SVR
models [6,16,17].

Traditionally, the time series data often used
the value of the previous data points to predict that
of the next data point. To enhance the prediction
accuracy, many methods used many values of the
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previously observed time series data for forecasting the
future values. The value of the previously observed
time series data is called a \situation" in this paper.
However, it is di�cult to determine the number of
previously observed time series values. To simplify, this
paper de�nes the situation caused by three days (three
previously observed time series values). In our previous
study [6], we de�ned the situation of time series data
with a 3-day set, which can be described as 9 types
of situations, as shown in Figure 1. Due to the fact
that a 3-day set has two continuous uctuation days in
which a uctuation has three type results (rise, fall, and
unchanged), there are 3�3 = 9 types of situations in a
3-day set. Consequently, the situation with a 3-day set
can be represented by (day1, day2, day3) in this paper.
Furthermore, for forecasting future value on day t, it
can be represented by (dayt�3; dayt�2; dayt�1)! dayt,
which is called a \trend" in this paper. A trend is
composed of Left-Hand (LHS) and Right-Hand Sides
(RHS). For example, the LHS of the trend is: dayt�3,
dayt�2, dayt�1; the RHS of the trend is the next day
of the situation (dayt).

According to the literature [3,5-9], when the situ-
ations of two time series data sets are the same, they
might have similar values in the future. Accordingly,
this characteristic can be used to forecast the value in
the future. For instance, one of the important issues
for time series data forecasting is to search through the
same situations of trends in the historical database for
forecasting. However, it is di�cult to search through
the same situations of trends in the historical database
for forecasting, especially for the high-order time series
data. When the same situations of trends cannot
be searched, many forecasting models might not be
trained for forecasting the values in the future. For
this reason, this paper uses the correlation coe�cient
method for searching the similar trends to avoid any
ine�ciency or incapability on the part of the model in
�nding the same situations. Subsequently, the searched

Figure 1. Nine types of situations of time series data
with a 3-day set.

similar trends are used to train the forecasting model
and predict the value in the future.

2.2. Fuzzy time series model
The FTS model, which is based on the fuzzy logic,
is used for forecasting problems [9,13,18]. Song and
Chissom �rst applied it for forecasting enrollments at
the University of Alabama [19,20]. Recently, the FTS
model has been widely used in �nancial issues [5,8].
According to the literature [3,5,8,17-21], the following
de�nitions are given to a FTS model.

De�nition 1. Suppose that Y (t)(t = � � � ; 0; 1; 2;
� � � ), a subset of R, is the universe of discourse, and
fuzzy sets fi(t)(i = 1; 2 � � � ) are de�ned based on the
universe of discourse. If F (t) is a collection of fi(t),
F (t) is called a fuzzy time series de�ned on Y (t).

De�nition 2. If F (t) is only caused by F (t�1), then
the relationship can be represented as in F (t) = F (t�
1) �R(t; t� 1) where R(t; t� 1) and `�' denote a fuzzy
relationship between F (t) and F (t � 1) and the max-
min composition, respectively. It can be represented
by F (t� 1)! F (t).

De�nition 3. If F (t) is caused by F (t � 1), F (t �
2); � � � , and F (t � n), F (t) is called a 1-factor n-order
fuzzy time series, and it can be represented by F (t �
n); � � � ; F (t� 2); F (t� 1)! F (t).

2.3. Arti�cial neural network model
The concept of the ANN model was �rst introduced
in the 1950s [22]. Now, hundreds of di�erent ANN
models have been developed. Among them, the feed-
forward neural network and radial basis function neural
network are widely well known [5,14]. The framework
of an ANN model, as shown in Figure 2, contains
three layers: the input, hidden, and output layers.
Recently, the radial basis function neural network
model has been successfully applied to many �nancial
issue applications [8,14,22]. We use the radial basis
function neural network model as the main comparison
model in this paper.

2.4. Support vector regression model
The Support Vector Machine (SVM) model, as a well-
known classi�cation model, has been extended and
successfully applied to solve a nonlinear regression
estimation problem in 1996. The extended SVM model,
proposed by Drucker et al. [23], is called the SVR
model. The SVR model has been widely used in many
�nancial problems [6,12,16,17].

Suppose that xi and yi are an input variable
and a corresponding output variable, respectively, of
a dataset (xi; yi) (i = 1; 2; � � � ; l; xi 2 Rd; y 2
R). The goal of the SVR model is to search for
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Figure 2. The framework of an arti�cial neural network.

function f(x) that has " deviation from actual yi for
all training datasets and is as at as possible at the
same time [12,24,25]. Subsequently, suppose that the
function is de�ned as in f(x) = wx+ b, where w 2 X,
b 2 R. We then solve the following problem for f(x),
as shown in the following equations:

min

(
1
2
kwk2 + C

lX
i=1

(�i + ��i )

)
;

s.t.

8><>:yi � wxi � b � "wxi + b� yi � "
�i; ��i � 0

(1)

j�j" =

(j�j � " if j�j > "
0 if j�j � " (2)

In Eqs. (1) and (2), � and ��i are positive slack variables;
C determines the trade-o� between the atness of func-
tion f(x) and the amount up to which deviations larger
than " are tolerated; j�j" is called "-insensitive loss
function. The above-mentioned optimization problem
can be translated into a Lagrange dual problem, as
shown in Eq. (3), and its solution is given by Eq. (4):

max�
lX

i;j=1

(�i � ��i )(�j � ��j )k(xi; xj)
2

� "
lX
i=1

(�i + ��i ) +
lX
i=1

yi(�i � ��i );

s.t.

8<: lP
i=1

(�i � ��i ) = 0

0 � �i; ��i � C
(3)

f(x) =
lX
i=1

(�i � ��i )k(xi; xj) + b: (4)

In Eqs. (3) and (4), �i and ��i are the Lagrange
multipliers corresponding to � and ��i ; k(xi; xj) is the
kernel function. for more details of the process, refer
to literature [26].

3. The MSVR model

Before using the MSVR model for forecasting stock
indices, the daily stock index must be transformed into
the trends for constructing a historical-trend database
as described in Section 2.1. To enhance the forecasting
accuracy, this paper uses the sliding window algo-
rithm [25] to transform the daily stock index. An exam-
ple of the transformed procedure is shown in Figure 3.
There are eight transaction dates shown in Figure 3.
According to the sliding window algorithm, the eight
transaction dates are transformed into �ve trends, as
shown in Figure 3. Subsequently, the historical trends
can be used to construct a historical-trend database,
and the prediction day can be forecasted by searching
for the similar LHSs between the LHSs of the historical
trends and that of the prediction day.

In this paper, the daily stock index must be
transformed into the uctuation of daily stock index
as shown in Eq. (5) to enhance the probability in the
search for similar historical trends.

Rt = (Pt � Pt�1)=Pt�1: (5)

In Eq. (5), Rt denotes the uctuation of the tth day's
stock index; Pt and Pt�1 denote the tth and the t�1th
days' stock indices, respectively.

Subsequently, the MSVR model uses the correla-
tion coe�cient method to calculate the corresponding
correlation coe�cient between the prediction day and
historical trends derived from the historical database.

Figure 3. An example of the transformed procedure.
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Figure 4. The owchart of the MSVR model.

Then, the MSVR model searches through the similar
historical trends in the historical database according
to the results of the correlation coe�cient. Finally,
the MSVR model uses the searched historical trends as
training samples to construct the training model and
predict the value on the next day. The owchart of
the MSVR model is shown in Figure 4. The detailed
procedure of the MSVR model is described in the
following.

Step 1: Data pre-processing. Due to the fact
that the uctuations of the daily stock index might
change dramatically according to the international
situation, the accuracy of the forecasting model might
be a�ected. To enhance the prediction accuracy of

Table 1. A historical-trend database with a 3-day set.

LHS RHS

Trend1 (R1; R2; R3) ! R4

Trend2 (R2; R3; R4) ! R5

Trend3 (R3; R4; R5) ! R6

� � � � � � ! � � �
Trendn (Rn; Rn+1; Rn+2) ! Rn+3

the MSVR model for forecasting stock indices, all of
the daily stock indices must be transformed into the
uctuation of the daily data according to Eq. (5);

Step 2: Construct a historical-trend database.
According to the example of Figure 3, the trans-
formed daily stock indices must be used to con-
struct a historical-trend database using the sliding
window algorithm. The example for constructing
the historical-trend database is shown in Table 1.
Table 1 shows the historical time series' situations
and their corresponding values on the next day. For
instance, it shows the historical trends' LHS and
their corresponding RHS. Each historical trend can
be represented by (Ri�3; Ri�2; Ri�1)! Ri;

Step 3: Construct the LHS of the prediction
day. When the historical-trend database has been
constructed, we construct the LHS of the prediction
day to search through the similar trends for forecast-
ing the stock index on the prediction day. Suppose
that the prediction day is day t. The LHS of day t can
be represented by (Rt�3; Rt�2; Rt�1). Subsequently,
the constructed LHS of day t can be used to search
through similar trends for forecasting in the next step;

Step 4: Calculate the similarity of the histori-
cal trends. According to the literature [4-10,17,18],
when two LHSs of trends are the same, their values
on the next day might be similar. However, it is
di�cult to search through the same LHS when the
LHS is constructed by many days. To counter this
problem, the correlation coe�cient method is used
to calculate the correlation coe�cient between the
LHS of the prediction day and each LHS of historical
trends from the historical database. In this paper,
the threshold of correlation coe�cient is 0.9 because
it is called a highly positive relation according to the
statistics de�nition when the correlation coe�cient is
greater than 0.9 [27]. For instance, if the correlation
coe�cient between the LHS of the prediction day
and a LHS of a trend in the historical database is
greater than 0.9, that trend will be saved and used in
Step 5. In other words, the saved trends will be used
as training samples to construct training models and
predict stock indices in the following steps.

To demonstrate the method of calculating sim-
ilarity, we give the following example. Suppose that
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the LHS of the prediction day is represented by (0.03,
0.02, {0.005), then we can calculate the similarity
between the LHS of the prediction day and each
LHS of trends from Table 2 using the correlation
coe�cient method. According to the example in

Table 2, two of �ve trends' correlation coe�cients
are greater than 0.9. Accordingly, the 1st and 5th
trends will be selected to construct a training model
in Step 5;
Step 5: Construct the MSVR model. After
having similar trends, the searched similar trends
are used to construct the MSVR model. The LHS
and RHS of searched trends are input (independent)
variables and output (dependent) variables, respec-
tively, of the MSVR model. Hence, the MSVR model
is constructed by 3 input variables and an output
variable. Note that the parameters setting of the SVR
in the MSVR model is set as follows:
(a) The MSVR model uses the radial basis kernel

function;
(b) Cost C is set to 1;
(c) The gamma parameter of radial basis kernel

function is set to 1/data dimension;
(d) The insensitive-loss function is set to 0.1.
Step 6: Forecast the stock index on day t.
When the MSVR model is trained, we perform stock

Table 2. The similarity between the LHS of the
prediction day and each LHS of trends.

LHS RHS r
Trend1 (0.01, 0.005, {0.03) ! 0.03 0.9862
Trend2 (0.04, 0.05, 0.02) ! 0.004 0.8171
Trend3 ({0.02, {0.01, {0.03) ! {0.002 0.6934
Trend4 (0.02, 0.04, 0.01) ! 0.02 0.5447
Trend5 (0.05, 0.01, {0.05) ! 0.02 0.9919

index forecasting on day t by feeding the LHS of the
prediction day into the trained MSVR model to get
the forecasted value on the prediction day. However,
because the forecasted value is a forecasted uctua-
tion value, the forecasted value must be transformed
into the stock index by Eq. (6). In Eq. (6), bPt andcRt denote the forecasted stock indices on day t and
forecasted uctuation value on day t, respectively;
Pt�1 denotes the actual stock index on day t�1. Note
that an iteration of the above procedure (Steps 1 to
6) forecasts only one forecasting value. For instance,
the MSVR model must be rebuilt (procedure Steps 1
to 6) for each new forecasting process (new testing
data):bPt = cRt � Pt�1 + Pt�1: (6)

4. Forecasting stock indices

To demonstrate the proposed model for forecasting
stock indices, we o�er an example of \Hang Seng
Indexes" in 2009 to introduce the procedure of the
MSVR model. Table 3 shows the parts of transaction
dates' close stock index. In this example, we use the
�rst ten months as a training dataset to forecast the
stock index on 2009/11/02.

Step 1: Data pre-processing. Firstly, the stock
indices data in Table 3 must be transformed into
the uctuation data by Eq. (5). For example, the
uctuation value on 2009/1/5 equals (15563:31 �
15042:81)=15563:31 = 0:0346. In this example,
the �rst ten months include 210 transaction dates;
therefore, 209 uctuation values are calculated. The
parts of the transformed results are shown in Table 4;
Step 2: Construct a historical-trend database.
After calculating the uctuation value of the trans-
action dates, we use the sliding window algorithm

Table 3. The parts of transaction dates' close stock index of \Hang Seng Indexes" in 2009.

Date 2009/1/2 2009/1/5 2009/1/6 2009/1/7 2009/1/8 2009/1/9

Stock index 15042.81 15563.31 15509.51 14987.46 14415.91 14377.44

Date 2009/1/12 2009/1/13 2009/1/14 2009/1/15 2009/1/16 2009/1/19

Stock index 13971 13668.05 13704.61 13242.96 13255.51 13339.99

Table 4. The uctuation value of the parts of the transaction dates' close stock index of \Hang Seng Indexes" in 2009.

Date 2009/1/5 2009/1/6 2009/1/7 2009/1/8 2009/1/9 2009/1/12
Fluctuation value 0.0346 {0.0346 {0.0337 {0.0381 {0.0267 {0.0283

Date 2009/1/13 2009/1/14 2009/1/15 2009/1/16 2009/1/19 2009/1/20
Fluctuation value {0.0217 0.0267 {0.0369 0.0948 0.0637 {0.0285
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Table 5. A part of the historical-trend database for the
uctuation value of close stock index of \Hang Seng
Indexes".

LHS RHS
Trend1 (0.0346, {0.0346, {0.0337) ! {0.0381
Trend2 ({0.0346, {0.0337, {0.0381) ! {0.0267
Trend3 ({0.0337, {0.0381, {0.0267) ! {0.0283
Trend4 ({0.0381, {0.0267, {0.0283) ! {0.0217
Trend5 ({0.0267, {0.0283, {0.0217) ! 0.0267
Trend6 ({0.0283, {0.0217, 0.0267) ! {0.0369
Trend7 ({0.0217, 0.0267, {0.0369) ! 0.0948
Trend8 (0.0267, {0.0369, 0.0948) ! 0.0637

Table 6. A part of the similarity between the LHS of the
prediction day and each of the LHS of trends.

LHS RHS r
Trend1 (0.0346, {0.0346, {0.0337) ! {0.0381 {0.7791
Trend2 ({0.0346, {0.0337, {0.0381) ! {0.0267 {0.5269
Trend3 ({0.0337, {0.0381, {0.0267) ! {0.0283 0.9996
Trend4 ({0.0381, {0.0267, {0.0283) ! {0.0217 {0.3319
Trend5 ({0.0267, {0.0283, {0.0217) ! 0.0267 {0.1847
Trend6 ({0.0283, {0.0217, 0.0267) ! {0.0369 0.9580
Trend7 ({0.0217, 0.0267, {0.0369) ! 0.0948 {0.8082
Trend8 (0.0267, {0.0369, 0.0948) ! 0.0637 0.5388

to construct the historical-trend database. Due to
the fact that this example includes 209 uctuation
values, 206 historical trends are constructed in the
historical-trend database. A part of the historical-
trend database includes eight trends, as shown in
Table 5;
Step 3: Construct the LHS of the prediction
day. When the historical-trend database is con-
structed, the LHS of the prediction day must be con-
structed in this step. In this example, the prediction
day is 2009/11/2; therefore, the LHS of the predic-
tion day is represented by the previous three days,
that is, (2009=10=28; 2009=10=29; 2009=10=30) =
(�0:0184;�0:0228; 0:0229);
Step 4: Calculate the similarity of the his-
torical trends. Step 4 uses the LHS of the
prediction day to calculate the similarity with each
of the historical trends in the historical database.
Table 6 shows a part of the similarity between the
LHS of the prediction day and each of the LHS of
trends. According to the results, 30 of 206 historical
trends are similar trends because their correlation
coe�cients are greater than 0.9. Subsequently, the
30 historical trends are used to construct the MSVR
model in Step 5;
Step 5: Construct the MSVR model. The LHS
of the 30 selected historical trends and the RHS of the

30 selected historical trends are input (independent)
and output (dependent) variables, respectively, of
the MSVR model. Furthermore, they are used to
construct the MSVR model;
Step 6: Forecast the stock index on 2009/11/2.
We perform forecasting stock index on 2009/11/2
by feeding the LHS of the prediction day into the
constructed MSVR model to get the forecasted value
on the prediction day. In this example, (�0:0184,
�0:0228, 0.0229) are fed into the constructed MSVR
model, and the forecasted value equals �0:0039. Sub-
sequently, the forecasted value must be transformed
into the stock index by Eq. (6). In this example, the
forecasted stock index equals 21668.42. Note that
the actual stock index on 2009/11/2 equals 21620.19.
The forecasted and actual stock indices are much
closer.

5. Experiment and results

5.1. Dataset
The dataset of this paper is the daily closed stock index
from January 2000 to December 2009. Table 7 shows
the descriptive statistics of the dataset. According to
Table 7, the uctuations from 2007 to 2009 are much
greater than those in the other years, especially in
2008. Note that the stock indices of the beginning
10 months of each year are training dataset, and the
rest are testing dataset. Moreover, in forecasting the
stock index of a speci�c date, the stock indices of the
previous transaction dates become the historical data
for the MSVR model.

5.2. Performance measures
Two performance measures, i.e. the Root Mean Square
Error (RMSE) and Mean Absolute Percentage Er-
ror (MAPE), are used to verify predictive accuracy.
Ahlburg [28] indicated that the MAPE is helpful in
comparing various forecasting models. The MAPE
has been widely used for measuring forecasting ac-
curacy [8,29-31]; thus, the MAPE is used as the
�rst alternative accuracy measurement to evaluate the
performances of the forecasting methods in this paper.
The MAPE is de�ned in Eq. (7) where t denotes the
tth data point (t = 1; 2; 3; � � � , and n), n denotes the
number of predicted values, and Pt and bPt denote
the tth actual and tth predicted closed stock indices,
respectively. A lower MAPE value indicates a more
accurate forecasting power:

MAPE =

8<: 1
n

nX
t=1

���Pt � bPt���
Pt

9=;� 100%: (7)

On the other hand, the RMSE, widely used to verify
predictive accuracy [31,32], is the second performance
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Table 7. The descriptive statistics of \Hang Seng Indexes".

Year

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

n 274 244 247 248 249 247 250 253 251 253

Mean 16058.3 12547.9 10453.8 10291.1 12918.5 14352.6 16885.4 23196.4 20878.1 18106.0

SD 1098.0 1823.2 754.1 1265.6 749.0 615.6 1232.4 3494.6 4250.7 3450.7

Max 18301.7 16164.0 11974.6 12594.4 14266.4 15466.1 20001.9 31638.2 27615.9 22944.0

Min 13722.7 8934.2 8858.7 8409.0 10967.7 13355.2 14944.8 18664.9 11015.8 11344.6

Table 8. The performance of the MSVR model and that of the existing models.

MSVR SVR ANN WFTS FTS

Year RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

2000 288.3 1.54 266.2* 1.46+ 420.1 2.26 279.0 1.53 275.6 1.52

2001 173.4* 1.11+ 202.8 1.47 369.6 2.35 239.1 1.61 282.4 1.99

2002 115.3* 0.87+ 1328.9 12.55 283.8 2.40 188.4 1.60 179.5 1.50

2003 132.7* 0.82+ 417.9 2.84 274.9 1.92 207.6 1.41 207.7 1.42

2004 115.7* 0.64+ 490.3 2.76 509.6 3.25 324.8 2.06 331.9 2.13

2005 114.6 0.56+ 107.6* 0.56+ 429.5 2.46 205.4 1.16 197.2 1.10

2006 196.1* 0.79+ 1564.1 7.61 1205.8 6.09 839.9 4.07 839.4 4.07

2007 704.2* 2.00+ 796.0 2.31 1673.5 4.68 901.3 2.45 938.0 2.62

2008 492.4* 2.96+ 653.6 3.71 1278.1 7.47 950.6 5.54 945.6 5.64

2009 371.3 1.25+ 423.4 1.57 2240.7 9.83 379.8 1.39 361.7* 1.33

Mean 270.4* 1.25+ 625.1 3.68 868.6 4.27 451.6 2.28 455.9 2.33

SD 198.4* 0.74+ 481.2 3.67 689.5 2.70 314.1 1.42 318.2 1.45

Note: \*" and \+" denote the smallest RMSE and MAPE of all models in the corresponding year, respectively.

measure to test the forecasting accuracies of the MSVR
model and that of the existing models. The equation
is shown in the following:

RMSE =

vuut nP
i=1

�
Pt � bPt�2

n
; (8)

where Pt and bPt denote the actual and forecasted closed
stock indices on day t.

5.3. Performance comparison
The performance of the MSVR model is compared
with those of the existing models published in the
literature [3,10]. Due to the fact that Chen and Yu's
models are the well-known time series models, this
paper compares the performance of the MSVR model
with those of two models. Moreover, this paper also

compares the performance of the MSVR model with
that of the data mining or big data analysis method,
such as the traditional SVR and ANN models. The
performance of the MSVR model and those of the
existing models are shown in Table 8. In Table 8, FTS
denotes the length of intervals of Chen's model equaling
500; similarly, WFTS denotes the length of intervals of
Yu's model equaling 500.

First, we compare the RMSEs of all models.
According to Table 8, although the RMSEs of the
MSVR model are not the best in 3 of the 10 years (2000,
2005, and 2009), the remaining years and average
RMSE of the MSVR model are the best. In contrast,
the average RMSE of the FTS model and that of the
WFTS model are insigni�cantly di�erent. For instance,
the performances of the FTS and WFTS models are
almost the same. The traditional SVR and the ANN
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Figure 5. The performance plot of all models in the corresponding year: (a) RMSE and (b) MAPE.

Figure 6. The scatter plot of the actual stock indices and the models' forecasted stock indices in 2000: (a) MSVR model,
(b) FTS model, (c) WFTS model, (d) SVR model, and (e) ANN model.

models bring about better performance in the steady
years (2000 and 2005). In the extreme uctuations
years, the performances of the existing models are
signi�cantly worse than that of the MSVR model in
terms of RMSE.

On the other hand, the MAPE of the MSVR
model in only one year (2000) is not the best. Ob-
viously, the average and standard deviation of MAPE
of the MSVR model are signi�cantly better than those
of the other existing models. Furthermore, RMSEs
and MAPEs of the MSVR model are almost less
than half compared to those of the existing models
in 2006-2009. Moreover, Figure 5 shows that the
MSVR model provides a stable performance because
the plot of the MSVR model does not have extreme
uctuations.

Figure 6 shows the scatter plot of the actual and
forecasted stock indices (Figure 6(a) the MSVR model,
Figure 6(b) the FTS model, Figure 6(c) the WFTS

model, Figure 6(d) the SVR model, and Figure 6(e)
the ANN model) in 2000. According to the result of
Figure 6, the forecasted stock indices of the MSVR
model and those of the SVR model are much closer
to the actual stock indices. Obviously, the correlation
coe�cient of the actual stock indices and the SVR
model is the best (r = 0:81). The result of Figure 6 is
similar to that in Table 8 and Figure 5. In contrast,
Figure 6(b), (c), and (e) cannot �nd any patterns,
that is, the forecasted stock indices are not close to
the actual stock indices. Moreover, the correlation
coe�cients of the actual stock indices and the FTS
model forecasted stock indices only equal 0.53; those
of the actual stock indices and the WFTS model
forecasted stock indices also equal 0.53; those of the
actual stock indices and the ANN model forecasted
stock indices equal 0.45. Obviously, the performance
of the MSVR model and that of the SVR model are
also better than those of the existing models in terms
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of the correlation coe�cient in 2000. In short, the
forecasting accuracy of the MSVR model is much more
stable than that of the existing model according to the
experiment results. Furthermore, external factors do
not easily a�ect the forecasting accuracy of the MSVR
model.

5.4. Time complexity comparison
Section 5.3 has veri�ed that the performance of the
MSVR model is better than those of the existing
models in terms of RMSE and MAPE. This section
will compare the time complexities of the models.
This section uses two results to compare the execution
times of the models. First, we use stock indices in
2000 to compare the stability statuses of the execution
CPU times for all models in training and forecasting.
Figure 7 shows the performance in the stability of the
execution CPU time. In Figure 7, the x-axis and y-
axis denote the number of executions and CPU time
(seconds), respectively. Obviously, the performance
in execution CPU time of the SVR, FTS, and WFTS
models is better than the others. Although the ANN
model needs most of CPU time to train the model
and forecast indices, the average CPU time of the
ANN model is only 32.618 (seconds). Accordingly, we
think only 32.618 (seconds) to train the model (206
training samples) and forecast indices (41 forecasting
values) should be used for forecasting stock indices
in one year. Hence, all models should be applied for
forecasting stock indices in one year according to this
result. Second, we use simulation data to compare
the training execution CPU times in di�erent numbers
of training samples. Figure 8 and Table 9 show the
experimental results. In Figure 8, the x-axis and y-axis
denote the number of training samples and CPU time,
respectively. Obviously, the rates of CPU time of the
FTS and WFTS models increase linearly. On the con-
trary, the increased rates of CPU times of the MSVR,
SVR, and ANN models are increasing with the number

Figure 7. The stability of the execution CPU time.

Figure 8. The training execution CPU time in di�erent
numbers of training samples.

Table 9. The results of the training execution CPU time
(seconds) in di�erent numbers of training samples.

n MSVR SVR ANN FTS WFTS

100 0.24 0.01 15.11 0.14 0.14

200 0.27 0.02 31.22 0.13 0.12

300 0.33 0.02 45.81 0.12 0.13

400 0.39 0.01 61.99 0.11 0.17

500 0.47 0.02 80.53 0.13 0.13

600 0.54 0.04 95.56 0.13 0.13

700 0.52 0.06 111.16 0.12 0.12

800 0.69 0.09 125.83 0.13 0.1

900 0.7 0.11 138.77 0.12 0.12

1000 0.89 0.14 154.06 0.12 0.13

of training samples. Although the MSVR and SVR
models' increased rates of CPU time are increasing with
the number of training samples, the increased rates
are still in the acceptable range because their training
execution CPU times are both less than 1 second when
the numbers of training samples equal 1,000 samples.

According to the above experimental results, the
ANN model might be the worst, and the SVR model
brings the best performance in comparing time com-
plexities. Although the MSVR model is not the best in
comparing time complexities, we still think the MSVR
can be applied to the stock indices forecasting problem.
The reasons are:

(a) Its execution CPU time is in the acceptable range
because the MSVR model can train the model
and forecast indices within 15 seconds for one-year
stock indices, and the MSVR model can be trained
for a large sample size (1,000 daily transactions in
4 years) within 1 second;
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(b) The forecasting accuracy of the MSVR model is
almost 2 or 3 times better as compared with that
of the existing model. Note that the experimental
results of Section 5.4 are implemented on a per-
sonal computer (OS: MS Windows 10; CPU: Intel
Core i7-4660; RAM: 16 GB).

6. Conclusion

6.1. Research contributions
Although many models have been proposed recently for
forecasting time series data, this paper proposes a novel
hybrid model to enhance forecasting accuracy in stock
indices forecasting to assist investors in earning pro�ts.
The experiment results show that the MSVR model
is more accurate than the other existing methods in
terms of RMSE and MAPE. The average and standard
deviation of RMSE and MAPE of the MSVR model are
much better than those of the existing models, even if
in some years, RMSEs or MAPEs of the MSVR model
are lower than those of the existing models.

The main contributions of the MSVR model are:

(a) The forecasting accuracy of the MSVR model
is much more stable than that of the existing
model because it reduces the e�ect of the extreme
uctuations using the sliding window algorithm;

(b) The external factors do not easily a�ect the fore-
casting accuracy of the MSVR model;

(c) The MSVR model can be used to forecast with
any assumptions. Hence, the MSVR model o�ers
a useful alternative for stock indices forecasting.
The investors can refer to the results of the MSVR
model to determine a strategy of investment in the
stock market.

6.2. Research limitations and future research
The experiment dataset of this paper involves \Hang
Seng Indexes" from 2000 to 2009. The data period in-
cludes the �nancial crises in 2007-2008 that might a�ect
the prediction accuracy of the model. Furthermore,
this paper only uses the historical dataset of stock
indices for forecasting. However, the stock index may
be a�ected by many external factors. These factors
might a�ect or limit the forecasting performance of the
models.

Therefore, we give the following suggestions for
future research. First, the data period should be
lengthened. The historical data should include more
situations, e.g. recent �nancial crisis in di�erent years.
That should reduce the e�ect of �nancial crises to
enhance the forecasting accuracy of the models. Sec-
ond, future studies should compare the performances
of models using more countries' stock indices to reduce
the e�ect of political events. Third, any future research
could use more factors to discuss the inuence on

forecasting because the stock index could be a�ected
by many external factors.
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