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Abstract. The existing relational network Data Envelopment Analysis (DEA) models
evaluate the performance of Decision Making Units (DMUs) with precise data. Whereas,
in the real-world applications, there are many Supply Chain (SC) networks with imprecise
and vague �gures. This paper develops a relational network DEA model for evaluating
the performance of supply chains with fuzzy numbers. The proposed fuzzy model is
capable of evaluating the performance of all kinds of network structures. A pair of two-
level mathematical programs is utilized to convert the fuzzy relational network DEA to a
conventional crisp one. For this purpose, the upper and lower bounds of the e�ciencies are
calculated by �-cut concept. The proposed model is implemented using actual data from
the supply chain of an international shipping company in Iran.

© 2018 Sharif University of Technology. All rights reserved.

1. Introduction

Under the blows of globalization and piercing of tech-
nology through various corners and places of the world,
the competition amongst di�erent companies, manu-
facturers, and traders is getting tougher and harder
day by day. Nowadays, it is very well understood
that for the companies to compete, their supply chain
must be competitive. This has made the management
of supply chain a very important and crucial subject
for successfully running the companies. Consequently,
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many researches and studies are being conducted for
de�ning proper and e�ective methods of Supply Chain
Management (SCM) and measuring their e�ciency.

According to Deloitte Consulting [1] report, which
has been published after studying and surveying
more than 200 outsized producers and distributors
in the United States and Canada (including auto-
mobile, aerospace, consumable items, high-tech in-
dustries, etc.), \no longer will companies compete
against other companies, but total supply chains will
compete against other supply chains." Companies do
not compete with each other any longer as indepen-
dent individuals with exclusive brands, but rather as
integral parts of their supply chains. For example,
in mobile competition, Microsoft (software supplier)
and HTC (device manufacturer) can be mentioned,
which establish a supply chain competition with the
similar chain of Symbian (software supplier) and Nokia
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(device manufacturer) [2]. Similar examples can be
given in other industries such as household appliances
and electronic devices, e.g. Bosch, Sony, Samsung, LG,
etc.

The supply chain may also be de�ned as a net-
work of associated and interdependent organizations
reciprocally and cooperatively working together to
handle, regulate, monitor, and improve the ows of
resources and information from �rst producers to end
consumers [3].

The lack of harmony and coordination among
various parts and departments within a supply chain
will result in damages and �nancial losses. Here
comes the importance of continuous evaluation of
supply chain within an organization and its key role
in ongoing improvements as well as in detection and
treatment of loose links for �nal success and achieving
the organizational goals.

In previous studies under traditional DEA, supply
chains were being treated like a black box (without
considering the internal processes), and evaluation
focused on a speci�c member of the supply chain,
individually, such as distributors' performance [4],
purchasers' performance [5], vendors' performance [6],
etc. In this paper, contrary to the previous studies
on evaluation of supply chain performance with DEA,
the processes are evaluated in combination and mutual
interactions using Relational Network DEA.

The inputs and outputs of relational network
DEA presented by Kao and Hwang [7] are precise and
crisp, whereas, in the real-world applications, many
data in supply chains are imprecise. The example
taken in this paper is a shipping company, which, in
view of its nature of bulky operations, very wide and
international �eld of coverage, di�culty in harmonized
and identical data gathering, human error, and lack
of uni�ed measurement systems in various ports and
places of the world, may result in imprecise data. One
of the methods used to resolve such di�culties and
overcome the problem of imprecise data is application
of fuzzy method. Kao and Liu [8] developed a two-stage
model of relational DEA with fuzzy data in which the
two stages were connected in series. Although their
model was useful, it had some drawbacks. Firstly,
their proposed model was non-linear for lower bound
of the e�ciency calculation. Nonlinear programming
models are not as popular as linear ones and can
suggest the local optimum solutions. Therefore, Kao
and Liu [8] suggested developing their model to a linear
one as a direction for future research. Secondly, they
calculated the e�ciency of processes in lower bound
by utilizing the optimal variables obtained from the
non-linear model. Non-linear model suggests local
optimum solution; therefore, the values of decision
making variables are local, too. The local decision
making variables also mean that the e�ciencies of the

processes are local. Thirdly, they presented their model
for a system in which two stages were connected in
series. While, in the real world, most systems are not
in two stages. Recently, Kao and Lin [9] developed
relational DEA model for calculating the e�ciency
of parallel systems with fuzzy numbers. Whereas,
most network systems in the real world are not simple
parallel systems and they are mixtures of series and
parallel structures. Therefore, they suggested as future
direction to expand the relational network DEA for
networks systems with fuzzy numbers.

In this paper, a new fuzzy relational network
DEA model will be proposed to address these short-
falls in the literature. In summary, our model has
some advantages. Firstly, the proposed model can
suggest general series systems and all kinds of network
structures. Secondly, both upper and lower bounds
of the proposed model are linear. Thirdly, the upper
and lower bounds are obtained from linear model.
Therefore, the e�ciencies of processes obtained from
decisive variables are global. Fourthly, supply chains
usually consist of a number of sub-systems; therefore,
the proposed model is very suitable for all kinds of
supply chains.

In order to explain the model in practice and
actuality, a case study has been established using
a well-known shipping line with extensive networks
and international supply chain. The supply chain of
the mentioned shipping line consists of multinational
suppliers, manufacturers, and distributors. In addi-
tion, this paper is the �rst paper which develops the
relational network DEA with fuzzy method. Besides,
the case study of this paper is novel and has not been
investigated in the previous studies.

The rest of the paper is organized as follows. The
next section provides literature review on network DEA
model and e�ciency studies on transportation. In Sec-
tion 3, the relational model for a general series system
in deterministic situation is shown. In Section 4, fuzzy
relational DEA for general series system is presented.
In Section 5, the relational model for supply chain of
shipping �rm in deterministic situation is presented
and the model is developed for measuring the e�ciency
of network of supply chain. In Section 6, a case of
shipping company in Iran with fuzzy data is used to
explain the network fuzzy relational model and, �nally,
conclusion is presented in Section 7.

2. Literature review

2.1. Network DEA model
DEA was initially introduced by Charnes et al. [10]
and is a non-parametric method for analyzing and
evaluating the relative e�ciency of similar DMUs based
on multiple inputs and outputs.

No assumptions are made regarding the processes



870 H. Omrani et al./Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 868{890

occurring inside a DMU in DEA. On the other hand,
DEA considers a DMU as \black box," which takes the
�rst inputs to create the �nal output without surveying
the internal processes [11].

There are various methods for evaluating the
performance of supply chain, among which DEA has
mostly been utilized in academic studies. DEA is a
suitable means for measuring the performance of the
supply chain, because it deals with multiple inputs and
outputs. Besides, it does not require prior unrealistic
assumptions for variables, which are virtually existent
in optimization supply chain models such as rate of
demand, leads time, etc.

Most of the studies on supply chain evaluation
with DEA were con�ned to surveying the supply chain
members individually or as a \black box." Whereas,
the supply chains usually involve two or more stages,
in which the output of one stage is the input of the
next one. Thus, it cannot be treated as a black box.
Also, these stages are very much interconnected and
related to each other. Consider a supply chain with
two stages in which the manufacturer is at the �rst
stage and the retailer is at the second stage. In this
system, if the retailer achieves maximum e�ciency in
conict with the manufacturer, it is reasonable that
the manufacturer would try to increase its outputs in
order to achieve maximum e�ciency. However, a surge
in the manufacturer's outputs causes a build-up in the
retailer's inputs, because the outputs of the �rst stage
are the inputs of second stage. Such issues cannot be
tackled by the classical DEA models.

The problems and de�ciencies associated with
classical DEA system led researchers to focus more
concentration and studies on the internal processes
and structure of DMUs. Kao and Hwang [7] classi�ed
the researches into three groups of \independent,"
\connected," and \relational" methodology.

In the independent methodology, the e�ciencies
of the system and sub-processes are calculated inde-
pendently in which there is no relationship between
the two mentioned e�ciencies. This methodology is
used in [12-14]. These models were �rst studied by
Seiford and Zhu [12]. They utilized this methodology
to evaluate the e�ciency of the top commercial banks
in the United States. A similar model was studied by
Sexton and Lewis [13] in order to measure the e�ciency
of the teams of Major League Baseball.

In the connected methodology, for measuring e�-
ciency of the system, the interactions between the two
processes are also considered. Then, after system e�-
ciency is obtained using the above-mentioned method,
like in the independent methodology, the e�ciencies
of the two processes are worked out separately and
independently. In this methodology, although the
calculated e�ciency is closer to the factuality of the
system, again, there is no direct relationship between

the system and process e�ciencies. This approach was
introduced by the network DEA model of F�are and
Grosskopf [15].

In the relational methodology, a single mathe-
matical program is used to calculate the system and
process e�ciencies, and through the constraints of
the mathematical program, the relationship between
the system e�ciency and process e�ciency is ob-
tained.

The relational approach and methodology was
�rst introduced by Kao and Hwang [16] for evaluation
of a system which had two sub-processes connected
in series. Then, Kao [17] further expended the
above-mentioned two-stage model by adding more sub-
processes in series and in parallel. They used their
model as a case study for evaluating the e�ciency of
non-life insurance �rms in Taiwan. Kao and Hwang [7]
developed this model for evaluation of all types of
network structures. Kao [18] developed a relational
DEA model for measuring the e�ciency of a dynamic
system. Relational DEA was studied in several indus-
tries, such as high-tech industries [19], banks [20], and
hotels [21]. Hsieh and Lin [21] evaluated the e�ciencies
of Touristic hotels in Taiwan by utilizing Kao's [17]
model. Chen and Yan [22] used the network DEA to
evaluate e�ciency of a supply chain consisting of one
supplier and two manufacturers in three approaches
of centralized, decentralized, and mixed. Toloo et
al. [23] presented a new relational linear DEA model
for measuring the e�ciency of two-stage processes with
shared inputs. They applied this model in banking
industry and university operations.

The inputs and outputs of the mentioned rela-
tional network DEA are precise and constant, whereas
the inputs and outputs in the real world are some-
times imprecise and vague. The vague values could
be initiated due to non-quanti�able, incomplete, and
non-obtainable information [24]. Imprecise or vague
data are usually expressed with fuzzy numbers, bound
intervals, and ordinal (rank order) data. Fuzzy sets,
which were introduced by Zadeh [25], are one of the
common methods for solving DEA with imprecise
data. The applications of fuzzy set theory in DEA
are usually divided into four categories [24,26]: toler-
ance approach [27,28], �-level based approach [29,30],
fuzzy ranking approach [31,32], and possibility ap-
proach [33,34].

The number of studies on the relational network
DEA with fuzzy number is very limited. Kao and
Liu [8] expanded the Kao and Hwang [16] model with
fuzzy numbers, which was based on two sub-processes
connected in series. Kao and Lin [9] extended this
model for parallel systems with fuzzy numbers. Lozano
and Moreno [35] presented a new approach to compute
the e�ciency of the relational network DEA model in
two-stage systems with fuzzy data.
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This paper is designed to develop a relational
network DEA methodology applicable to all types of
network structures and processes with fuzzy numbers.
It uses a supply chain network of a shipping line to
examine the developed model.

2.2. Relative e�ciency studies in
transportation

A review of the studies conducted in transportation
industry reveals that there have been extensive DEA
models for railway [36,37], airline industries [38], public
transportation [39], airports [40], and sea ports [41,42].
Markovits-Somogyi [43] reviewed the DEA studies to
date in the transportation industry and showed that
out of the 64 transport studies using DEA, the majority
were on airports and seaports (23 and 21 respectively),
followed by public transport (10), railways (9), airlines
(4), and others (2), while the studies on marine trans-
portation were restricted to sea ports only. According
to published data, the number of studies conducted
on the shipping industry is very limited [44,45]. Re-
cently, Panayides et al. [45] evaluated the operational
and market e�ciency of 26 major shipping companies
including 15 container lines, 6 dry bulk companies,
and 5 tanker �rms by utilizing both SFA and DEA.
Bang et al. [44] evaluated the relative e�ciency of
liner shipping companies in terms of operational and
�nancial performance, and further examined the e�ect
of strategic and operational management on e�ciency
performance.

3. Relational DEA

The conventional DEA model was proposed by Charnes
et al. [10]. Let Xij , i = 1; � � � ;m and Yrj , r = 1; � � � ; s
denote the ith input and rth output, respectively, of
the jth DMU, j = 1; � � � ; n. The relative e�ciency
of DMU k under an assumption of constant returns
to scale (CCR) is calculated via the following DEA
model [10]:

Ek = max
sX
r=1

urYrk;

s.t.

mX
i=1

viXik = 1;

sX
r=1

urYrj �
mX
i=1

viXij � 0; j = 1; � � � ; n;

ur; vi � "; r = 1; � � � ; s; i = 1; � � � ;m; (1)

where Ek is the e�ciency of DMU k, vi and ur are
the virtual multipliers associated with the ith input
and rth output, respectively, and " is a small non-

Archimedean number [46]. Model (1) is commonly
denoted by the ratio-form DEA model because the
constraint

Ps
r=1 urYrj �Pm

i=1 viXij � 0 has a ratio
form of

Ps
r=1 urYrj=

Pm
i=1 viXij � 1, which is just

e�ciency of DMU k for j = k. The dual form of
Model (1) is as follows:

Ek = min � � "
 

mX
i=1

sxi +
sX
r=1

syr

!
;

s.t.

nX
j=1

�jxij � sxi = �xik; i = 1; � � � ;m;

nX
j=1

�jyrj � syr = yrk; r = 1; � � � ; s;

�j ; sxi ; s
y
r � 0; j = 1; � � � ; n;

r = 1; � � � ; s; i = 1; � � � ;m: (2)

Model (2) is usually referred to as envelopment-form
DEA model, because the production possibility set is
enveloped by

Pn
j=1 �jxij � �xik,

Pn
j=1 �jyrj � yrk

and �j � 0.
Kao and Hwang [16] introduced a relational DEA

model to calculate the e�ciency of a two-stage produc-
tion process where the outputs of the �rst stage were
the inputs of the second stage. Kao [17] extended the
Kao and Hwang [16] model to general series system
by adding more stages in the series structure. The
general series system of Kao [17] has the structure
shown in Figure 1, where h processes are connected by
intermediate products. For consistency, the notation
in Kao [17] will be used as far as possible:
Xij Amount of the ith exogenous input,

i = 1; � � � ;m, consumed by DMU j,
j = 1; : : : ; n;

Yrj Amount of the rth �nal output,
r = 1; � � � ; s, produced by DMU j;

Z(t)
pj Amount of the pth intermediate

product, p = 1; � � � ; q, of process t,
t = 1; � � � ; h� 1, for DMU j;

vi Multiplier for the ith input;
ur Multiplier for the rth output;

w(t)
p Multiplier for the pth intermediate

product of process t.

Kao [17] proposed the following relational DEA
approach for general series system:

Ek = max
sX
r=1

urYrk;
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Figure 1. The series system discussed in Kao [17].

s.t.

mX
i=1

viXik = 1;

sX
r=1

urYrj �
mX
i=1

viXij � 0; j = 1; � � � ; n;
qX
p=1

w(1)
p Z(1)

pj �
mX
i=1

viXij � 0; j = 1; � � � ; n;

qX
p=1

w(t)
p Z(t)

pj �
qX
p=1

w(t�1)
p Z(t�1)

pj � 0;

j = 1; � � � ; n; t = 2; � � � ; h� 1;

sX
r=1

urYrj �
qX
p=1

w(h�1)
p Z(h�1)

pj � 0;

j = 1; � � � ; n;
ur; vi; w(t)

p � "; r = 1; � � � ; s;
i = 1; � � � ;m; p = 1; � � � ; q;
t = 1; � � � ; h� 1: (3)

Let v�i , u�r , and w�(t)p be the optimal multipliers
obtained from Model (3). The e�ciency of each process
for DMU k is calculated as:

Ek =
sX
r=1

u�rYrk
� mX

i=1

v�iXik;

E1
k =

qX
p=1

w�(1)
p Z(1)

pk

� mX
i=1

v�iXik;

Etk =
qX
p=1

w�(t)p Z(t)
pk

� qX
p=1

w�(t�1)
p Z(t�1)

pk

t = 2; � � � ; h� 1;

Ehk =
sX
r=1

u�rYrk
� qX
p=1

w�(h�1)
p Z(h�1)

pk ; (4)

where Ek is the system e�ciency and E(t)
k is the

processes e�ciencies.

4. Fuzzy relational DEA for general series

The inputs and outputs of the relational DEA for series
structure models are crisp numbers; however, in many
real-world applications, the data are inexact. This
section extends the Kao and Liu (2011) [8] fuzzy two-
stage NDEA approach for general series structures.
Therefore, �rst, a general procedure for �nding the
upper and lower bounds of all kinds of series structure
will be presented and, then, the procedure is applied
to general series system of Kao [17].

4.1. Upper bound
The procedure for calculating the upper bound ef-
�ciency of series structure may be summarized as
follows:

- Step 1: Write relational DEA (with maximum
objective direction) of any system using the method-
ology of Kao and Hwang [7];

- Step 2: Assume that each variable varies between
upper and lower bounds and de�ne the �-cuts of
variables. By this assumption, the upper bound can
be expressed as follows:

(Ek)U� = max�
Xt
ij
�L
� � xtij �

�
Xt
ij
�U
��

Zthj
�L
� � zthj �

�
Zthj
�U
��

Y trj
�L
� � ytrj �

�
Y trj
�U
�8i; h; j; t; r

Ek(x; z; y); (5)

where Ek(x; y; z) is de�ned in Step 1 and x, z, and y
represent the inputs, intermediates, and outputs of
any system. Note that the dimension of variables in
Model (5) depends on the system;

- Step 3: Model (5) is a two-level mathematical
program. Therefore, for converting it to one-level
mathematical program, adjust the parameters in
Model (5) as follows:

3.1. Substitute the largest value of all outputs and
smallest value of all inputs with DMU k (index
of speci�c DMU being assessed) in the model;
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3.2. Substitute the smallest value of all outputs and
largest value of all inputs with the other DMU
in the model;

3.3. Add the constraints of intermediate products
(each intermediate product is between its upper
and lower bounds) to the model.

- Step 4: Convert the model to a linear one by sub-
stituting the nonlinear terms with another variables
and, then, update the bounded constraints.

4.2. Lower bound
The procedure for calculating the lower bound e�-
ciency of network structure is summarized as follows:

- Step 1: Write the dual model of Step 1 (with
minimum objective direction);

- Step 2: Using the �-cuts introduced in Step 2 of
upper bound, express the lower bound as:

(Ek)L� = min�
Xt
ij
�L
� � xtij �

�
Xt
ij
�U
��

Zthj
�L
� � zthj �

�
Zthj
�U
��

Y trj
�L
� � ytrj �

�
Y trj
�U
�8i; h; j; t; r

Ek(x; z; y); (6)

where Ek(x; y; z) is de�ned in Step 1 of lower bound
and x, z, and y represent the inputs, intermediates,
and outputs of any system;

- Step 3: Adjust the parameters as follows in
Model (6):

3.1. Substitute the smallest value of all outputs and
largest value of all inputs with DMU k in the
model;

3.2. Substitute the largest value of all outputs and
smallest value of all inputs with the other DMU
in the model;

3.3. Add the constraints of intermediate products
(each intermediate product is between its upper
and lower bounds) to the model.

- Step 4: Convert the model to a linear one by sub-
stituting the nonlinear terms with another variables
and, then, update the bounded constraints.

4.3. Series structure
This subsection develops the Kao [17] relational DEA
for series structure with fuzzy data by using the
procedure introduced in Subsections 4.1 and 4.2.

4.3.1. Upper bound
For �nding the upper bound, the procedure introduced
in Subsection 5.1 is used as follows:

- Step 1: Model (3) is the relational DEA model of
general series system;

- Step 2: Denote (Xij)� = [(Xij)L�; (Xij)U� ], (Ztpj)� =
[(Ztpj)L�; (Ztpj)U� ] and (Yrj)� = [(Yrj)L�; (Yrj)U� ] as the
�-cuts of variables. By this assumption, the upper
bound can be expressed as:

(Ek)U� = max�
Xt
ij
�L
� � xtij �

�
Xt
ij
�U
��

Zthj
�L
� � zthj �

�
Zthj
�U
��

Y trj
�L
� � ytrj �

�
Y trj
�U
�8i; h; j; t; r

Ek(x; z; y); (7)

where Ek(x; y; z) is de�ned in Step 1 (Model (3));
- Step 3: Substitute the upper and lower values

of inputs, outputs, and intermediate products by
following Step 3 of Subsection 5.1. After the
substitution, Model (7) changes as follows:

(Ek)U� = max
sX
r=1

ur (Yrk)U� ;

s.t.

mX
i=1

vi (Xik)L� = 1;

sX
r=1

ur (Yrk)U� �
mX
i=1

vi (Xik)L� � 0;

sX
r=1

ur (Yrj)
L
� �

mX
i=1

vi (Xij)
U
� � 0;

j = 1; � � � ; n; j 6= k;

qX
p=1

w(1)
p z(1)

pk �
mX
i=1

vi (Xik)L� � 0;

qX
p=1

w(1)
p z(1)

pj �
mX
i=1

vi (Xij)
U
� � 0;

j = 1; � � � ; n; j 6= k;

qX
p=1

w(t)
p z(t)

pj �
qX
p=1

w(t�1)
p z(t�1)

pj � 0;

j = 1; � � � ; n; t = 2; � � � ; h� 1;

sX
r=1

ur (Yrk)U� �
qX
p=1

w(h�1)
p z(h�1)

pk � 0;

sX
r=1

ur (Yrj)
L
� �

qX
p=1

w(h�1)
p z(h�1)

pj

j = 1; � � � ; n; j 6= k;
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�
Z(t)
pj

�L
�
� z(t)

pj �
�
Z(t)
pj

�U
�
;

ur; vi; w(t)
p � "; r = 1; � � � ; s;

i = 1; � � � ;m; p = 1; � � � ; q;
t = 1; � � � ; h� 1: (8)

- Step 4: Model (8) is nonlinear model terms of
w(t)
p z(t)

pj . Therefore, to transform it into linear
programming, assume:

L(t)
pj = w(t)

p z(t)
pj ; t = 1; � � � ; h� 1: (9)

Substituting Model (9) into Model (8) and multi-
plying each term in constraint (Z(t)

pj )L� � z(t)
pj � (Z(t)

pj )U�
by w(t)

p , Model (8) changes to a linear programming as
follows:

(Ek)U� = max
sX
r=1

ur (Yrk)U� ;

s.t.

mX
i=1

vi (Xik)L� = 1;

sX
r=1

ur (Yrk)U� �
mX
i=1

vi (Xik)L� � 0;

sX
r=1

ur (Yrj)
L
� �

mX
i=1

vi (Xij)
U
� � 0;

j = 1; � � � ; n; j 6= k;

qX
p=1

L(1)
pk �

mX
i=1

vi (Xik)L� � 0;

qX
p=1

L(1)
pj �

mX
i=1

vi (Xij)
U
� � 0;

j = 1; � � � ; n; j 6= k;

qX
p=1

L(t)
pj �

X
p=1

qL(t�1)
pj � 0;

j = 1; � � � ; n; t = 2; � � � ; h� 1;

sX
r=1

ur (Yrk)U� �
qX
p=1

L(h�1)
pk � 0;

sX
r=1

ur (Yrj)
L
� �

qX
p=1

L(h�1)
pj � 0;

j = 1; � � � ; n; j 6= k;

w(t)
p

�
Z(t)
pj

�L
�
� L(t)

pj � w(t)
p

�
Z(t)
pj

�U
�
;

t = 1; � � � ; h� 1;

ur; vi; w(t)
p � "; r = 1; � � � ; s;

i = 1; � � � ;m; p = 1; � � � ; q;
t = 1; � � � ; h� 1: (10)

The optimum values of the decision variables achieved
by Model (10) are used to calculate the e�ciency of
sub-processes as follows:

(Ek)U� =
sX
r=1

u�r (Yrk)U�

� mX
i=1

v�i (Xik)L� ;

�
E1
k
�U
� =

qX
p=1

L�(1)
pk

� mX
i=1

v�i (Xik)L� ;

�
Etk
�U
� =

qX
p=1

L�(t)pk

� qX
p=1

L�(t�1)
pk ; t = 2; � � � ; h�1;

�
Ehk
�U
� =

sX
r=1

u�r (Yrk)U�

� qX
p=1

L(h�1)
pk : (11)

It is obvious from Model (11) that the system e�ciency
is obtained by multiplying all process e�ciencies by
each other:

(Ek)U� =
�
E1
k
�U
� �

�
E2
k
�U
� � � � � �

�
Etk
�U
�

t = 1; � � � ; h: (12)

The relationship in Eq. (12) shows that a DMU is
e�cient when all the processes are e�cient.

4.3.2. Lower bound
For �nding the lower bound of general system, the
procedure introduced in Subsection 5.2 is used as
follows:

- Step 1: The dual of Model (7) is:

min � � "
 

mX
i=1

sxi +
sX
r=1

syr +
h�1X
t=1

qX
p=1

sz
(t)

p

!
;

s.t.

�Xik �
nX
j=1

�jXij �
nX
j=1

�(1)
j Xij � sxi = 0;

i = 1; � � � ;m;
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nX
j=1

�jYrj +
nX
j=1

�(h)
j Yrj � Yrk � syr = 0;

r = 1 � � � ; s;
nX
j=1

�(t)
j z(t)

pj �
nX
j=1

�(t+1)
j z(t)

pj � sz(t)

p = 0;

p = 1; � � � ; q; t = 1; � � � ; h� 1;

�j ; �
(t)
j � 0; j = 1; � � � ; n t = 1; � � � ; h;

sxi ; s
y
r ; s

z(t)

p � 0; i = 1; � � � ;m;

r = 1 � � � ; s; p = 1 � � � q; t = 1; � � � ; h� 1:
(13)

- Step 2: Using the �-cuts introduced in Step 2 of
upper bound, express the lower bound as:

(Ek)L� = min�
Xt
ij
�L
� � xtij �

�
Xt
ij
�U
��

Zthj
�L
� � zthj �

�
Zthj
�U
��

Y trj
�L
� � ytrj �

�
Y trj
�U
�8i; h; j; t; r

Ek(x; z; y); (14)

where Ek(x; y; z) is de�ned in Model (13).

- Step 3: By substituting the lower or upper bounds
of variables introduced in the procedure of Subsec-
tion 5.2, change Model (14) to:

min � � "
 

mX
i=1

sxi +
sX
r=1

syr +
h�1X
t=1

qX
p=1

sz
(t)

p

!
;

s.t.

�(Xik)U� �
2664�k(Xik)U� +

nX
j=1
j 6=k

�j(Xij)L�

3775

�
2664�(1)

k (Xik)U� +
nX
j=1
j 6=k

�(1)
j (Xij)L�

3775�sxi =0;

i = 1; � � � ;m;

2664�k(Yrk)L� +
nX
j=1
j 6=k

�j(Yrj)U�

3775
+

2664�(h)
k (Yrk)L� +

nX
j=1
j 6=k

�(h)
j (Yrj)U�

3775
� (Yrk)L� � syr = 0; r = 1 � � � ; s;

nX
j=1

�(t)
j z(t)

pj �
nX
j=1

�(t+1)
j z(t)

pj � sz(t)

p = 0;

p = 1; � � � ; q; t = 1; � � � ; h� 1;�
Z(t)
pj

�L
�
� z(t)

pj �
�
Z(t)
pj

�U
�
;

p = 1; � � � ; q; t = 1; � � � ; h� 1;

�j ; �
(t)
j � 0; j = 1; � � � ; n; t = 1; � � � ; h;

sxi ; s
y
r ; s

z(t)

p � 0; i = 1; � � � ;m;
r = 1 � � � ; s; p = 1; � � � ; q;
t = 1; � � � ; h� 1: (15)

- Step 4: Model (15) is nonlinear model terms of
�(t)
j z(t)

pj . Therefore, in order to transform it into
linear programming, assume:

M (t)
pj = �(t)

j z(t)
pj ; t = 1; � � � ; h� 1;

p = 1; � � � ; q; j = 1; � � � ; n;
M̂ (t)
pj = �(t+1)

j z(t)
pj ; t = 1; � � � ; h� 1;

p = 1; � � � ; q; j = 1; � � � ; n: (16)

Multiply each term in constraints (Z(t)
pj )L� � z(t)

pj �
(Z(t)

pj )U� one time by �(t)
j and another time by �(t+1)

j ;
then, add two new constraints to the model. By
substituting Model (16) into Model (15), Model (15)
changes to a linear programming as follows:

min � � "
 

mX
i=1

sxi +
sX
r=1

syr +
h�1X
t=1

qX
p=1

sz
(t)

p

!
;

s.t.
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�(Xik)U� �
2664�k(Xik)U� +

nX
j=1
j 6=k

�j (Xij)
L
�

3775
�
2664�(1)

k (Xik)U� +
nX
j=1
j 6=k

�(1)
j (Xij)

L
�

3775�sxi =0;

i = 1; � � � ;m;2664�k(Yrk)L� +
nX
j=1
j 6=k

�j(Yrj)U�

3775
+

2664�(h)
k (Yrk)L� +

nX
j=1
j 6=k

�(h)
j (Yrj)U�

3775
� (Yrk)L� � syr = 0; r = 1 � � � ; s;

nX
j=1

M (t)
pj �

nX
j=1

M̂ (t)
pj � sz(t)

p = 0

p = 1; � � � ; q; t = 1; � � � ; h� 1;

�(t)
j

�
Z(t)
pj

�L
�
�M (t)

pj � �(t)
j

�
Z(t)
pj

�U
�
;

p = 1; � � � ; q; t = 1; � � � ; h� 1;

�(t+1)
j

�
Z(t)
pj

�L
�
� M̂ (t)

pj � �(t+1)
j

�
Z(t)
pj

�U
�
;

p = 1; � � � ; q; t = 1; � � � ; h� 1;

�j ; �
(t)
j � 0; j = 1; � � � ; n t = 1; � � � ; h;

sxi ; s
y
r ; s

z(t)

p � 0; i = 1; � � � ;m;

r = 1 � � � ; s; p = 1; � � � ; q;
t = 1; � � � ; h� 1: (17)

The optimal values of M (t)
pj , �(t)

j , �(t+1)
j , and M̂ (t)

pj
are obtained from Model (17). The optimal value of
Z(t)
pj is achieved by substituting these parameters into

Model (16). The reduced costs of optimum values of
sxi , sz

(t)

p , and syr , achieved from Model (17), are the
values of multipliers vi, w

(t)
p , and ur, respectively, of

the primal model. Therefore, the e�ciency of sub-
processes is calculated as follows:

(Ek)L� =
sX
r=1

u�r (Yrk)L�

� mX
i=1

v�i (Xik)U� ;

(E1
k)L� =

qX
p=1

w�(1)
p z�(1)

pk

� mX
i=1

v�i (Xik)U� ;

(Etk)L� =
qX
p=1

w�(t)p z�(t)pk

� qX
p=1

w�(t�1)
p z�(t�1)

pk ;

t = 2; � � � ; h� 1;

(Ehk )L� =
sX
r=1

u�r (Yrk)L�

� qX
p=1

w�(h�1)
p z�(h�1)

pk : (18)

It is obvious from Model (18) that system e�ciency is
achieved by multiplying all process e�ciencies by each
other:

(Ek)L� =
�
E1
k
�L
� �

�
E2
k
�L
� � � � � �

�
Etk
�L
� ;

t = 1; � � � ; h: (19)

The relationship in Eq. (19) shows that the system is
e�cient when all the processes are e�cient.

5. Fuzzy relational network DEA

This section presents the relational network DEA with
fuzzy data. Since the structure of any network system
is di�erent, this paper uses the network of a shipping
�rm in Iran (case study of this paper), which is shown
in Figure 2, to introduce fuzzy relational network
DEA model. This system has 8 processes linked by
intermediate products. Processes 1 to 4 use inputs
X1, X2, X3, and X4 to produce intermediate products
Z1, Z2, Z3, and Z4, respectively; Process 5 uses
intermediate products Z1, Z2, Z3, and Z4, produced by
processes 1 to 4, respectively, to produce intermediate
products Z51 and Z52; Process 6 uses intermediate
product Z51 and input X5 to produce intermediate
product Z6; process 7 uses intermediate product Z52
and input X6 to produce intermediate product Z7; and,
�nally, process 8 uses intermediate products Z6 and Z7
to produce �nal output Y .

The relational network DEA model for calculating
e�ciency of the system given in Figure 2 is as follows:

Ek = maxuYk;

s.t.

v1X1k + v2X2k + v3X3k + v4X4k + v5X5k

+ v6X6k = 1; (20.1)
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Figure 2. Network system of the shipping line.

uYj � (v1X1j + v2X2j + v3X3j + v4X4j

+v5X5j + v6X6j) � 0; j = 1; � � � ; n; (20.2)

w1Z1j � v1X1j � 0; j = 1; � � � ; n; (20.3)

w2Z2j � v2X2j � 0; j = 1; � � � ; n; (20.4)

w3Z3j � v3X3j � 0; j = 1; � � � ; n; (20.5)

w4Z4j � v4X4j � 0; j = 1; � � � ; n; (20.6)

w51Z51j + w52Z52j � (w1Z1j + w2Z2j

+w3Z3j+ w4Z4j)�0; j = 1; � � � ; n; (20.7)

w6Z6j�(w51Z51j+v5X5j)�0; j = 1; � � � ; n;
(20.8)

w7Z7j�(w52Z52j+v6X6j)�0; j = 1; � � � ; n;
(20.9)

uYj � (w6Z6j + w7Z7j) � 0; j = 1; � � � ; n;
(20.10)

u; vi; wh � "; i = 1; � � � 6; h=1; 2; 3; 4; 51; 52; 6; 7;

where vi is the multiplier associated with the input i,
i = 1; � � � ; 6; u is the multiplier associated with output;
and wh, h = 1; 2; 3; 4; 51; 52; 6; 7, is the multiplier
associated with the intermediate product.

In this model, the constraint set in Eq. (20.2)
corresponds to the system and states that the system
output must essentially be less than or equal to system
inputs for all DMUs. Constraint sets in Eqs. (20.3)
to (20.10) correspond to processes 1 to 8, respectively,
and state that the outputs of each process must essen-
tially be less than or equal to the inputs of that process

for all DMUs. A characteristic of Model (20) is that
every intermediate product has the same multiplier,
regardless of whether it is treated as the output or
the input of the process. For example, intermediate
product, Z6, always has the multiplier, w6, no matter
whether it performs as the input of process 8 or the
output of process 6. Denote u�, v�i , and w�h as the
optimal solution to DMU k. The e�ciency of the
process is de�ned as the proportion of weighted sum
of outputs to weighted sum of inputs for any process.
Therefore, the e�ciencies of processes are as follows:

E1
k = w�1Z1k=v�1X1k; E2

k = w�2Z2k=v�2X2k;

E3
k = w�3Z3k=v�3X3k; E4

k = w�4Z4k=v�4X4k;

E5
k = (w�51Z51k + w�52Z52k) = (w�1Z1k + w�2Z2k

+w�3Z3k + w�4Z4k) ;

E6
k = w�6Z6k=(w�51Z51k + v�5X5k);

E7
k = w�7Z7k=(w�52Z52k + v�6X6k);

E8
k = u�Yk=(w�6Z6k + w�7Z7k): (21)

The dual (envelopment) form of Model (20) is as
follows:

Ek = min � � "
 

6X
i=1

sxi +
4X
i=1

szi + sz51 + sz52

+ sz6 + sz7 + sy
!
;

s.t.

�Xik �
nX
j=1

�jXij �
nX
j=1

�(i)
j Xij � sxi = 0;
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i = 1; 2; 3; 4; (22.1)

�X5k �
nX
j=1

�jX5j �
nX
j=1

�(6)
j X5j � sx5 = 0; (22.2)

�X6k �
nX
j=1

�jX6j �
nX
j=1

�(7)
j X6j � sx6 = 0; (22.3)

nX
j=1

�jYj +
nX
j=1

�(8)
j Yj � sy = Yk; (22.4)

nX
j=1

�(q)
j Zqj �

nX
j=1

�(5)
j Zqj � szq = 0;

q = 1; � � � ; 4; (22.5)

nX
j=1

�(5)
j Z51j �

nX
j=1

�(6)
j Z51j � sz51 = 0; (22.6)

nX
j=1

�(5)
j Z52j �

nX
j=1

�(7)
j Z52j � sz52 = 0; (22.7)

nX
j=1

�(6)
j Z6j �

nX
j=1

�(8)
j Z6j � sz6 = 0; (22.8)

nX
j=1

�(7)
j Z7j �

nX
j=1

�(8)
j Z7j � sz7 = 0; (22.9)

�j ; �
(t)
j ; sxi ; s

z
h; s

y � 0; i = 1; � � � ; 6;
t = 1; � � � ; 8; h = 1; 2; 3; 4; 51; 52; 6; 7;

j = 1; � � � ; n;
where �, �, and �(1) to �(8) are related to dual variables
of Eqs. (20.1) to (20.10), respectively. The set of
Eqs. (22.1) to (22.4) corresponds to the inputs and
�nal output of the system, respectively.

Pn
j=1 �

�(t)
j Zhj

stands for the target value of intermediate product
Zhj on optimality. Eqs. (22.5) to (22.9) correspond
to intermediate products, one for each of them, and
state that the target value of an intermediate product,
when acting as the output of the process that produces
it, must essentially be greater than or equal to when
it acts as the input of the process that consumes
it.

As the network structure under study does not
conform to the fuzzy relational DEA presented for
general structure, a new model has been developed for
this network structure.

By considering a part or all of the inputs and
outputs as imprecise data, the fuzzy concepts are used

to describe them. Assume that the inputs ~Xij , inter-
mediates ~Zhj , and outputs ~Yj are approximately known
and can be shown by fuzzy sets with membership
functions � ~Xij , � ~Zhj , and � ~Yj , respectively. Based
on Zadeh's extension principle [47], the membership
function is described as follows:

� ~Ek(g) = sup minf� ~Xij (xij); � ~Zhj (zhj); � ~Yj (yj);

8 i; j; hjg = Ek(x; z; y)g; (23)

where Ek(x; z; y) is de�ned in Model (20); in this case,
xij , zhj , and yj (symbolized by lower case letters)
are variables to be determined, rather than given
constants, which are represented by upper case letters.

For �-cuts of ~Xij , ~Zhj , and ~Yj , let (Xij)� =
[(Xij)L�; (Xij)U� ], (Zhj)� = [(Zhj)L�; (Zhj)U� ], and
(Yj)� = [(Yj)L�; (Yj)U� ], respectively. To �nd the
membership function � ~Ek(g), it su�ces to �nd the
upper and lower bounds of the �-cut o� ~Ek, which,
based on Eq. (6), can be solved by:

(Ek)U� = max
(Xij)L� � xij � (Xij)U�
(Zhj)L� � zhj � (Zhj)U�
(Yj)L� � yj � (Yj)U�8i; h; j;

Ek(x; z; y); (24)

(Ek)L� = min
(Xij)L� � xij � (Xij)U�
(Zhj)L� � zhj � (Zhj)U�
(Yj)L� � yj � (Yj)U�8i; h; j:

Ek(x; z; y): (25)

Models (24) and (25) are two-level mathematical pro-
gramming only used for modeling. Therefore, for
solving two-level mathematical programming, it must
be transformed into one-level programming. In this
kind of problem, �rst, the values of xij , zhj , and yj
must be found, which help to �nd the upper and lower
e�ciencies. Then, the inner program should be solved.
For this purpose, in the next section, upper and lower
bounds of the model will be found.

5.1. Upper bound
The procedure that leads to �nding the values of xij ,
zhj , and yj for maximizing the e�ciency of DMU k and
converting the two-level mathematical programing of
upper bound into one-level programing is represented
as follows:

1. Substituting the largest value of all outputs and
smallest value of all inputs for DMU k in the Model
(24);

2. Substituting the smallest value of all outputs and
largest value of all inputs for other DMU in the
Model (24).



H. Omrani et al./Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 868{890 879

(Ek)U� = max
(Zhj)L� � zhj � (Zhj)U�8h; j8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Ek = maxu(Yk)U�

s.t.
6P
i=1

vi(Xik)L� = 1;

u(Yk)U� �
6P
i=1

vi(Xik)L� � 0;

u(Yj)L� �
6P
i=1

vi(Xij)U� � 0; j = 1; � � � ; n; j 6= k;

w1z1k � v1(X1k)L� � 0;
w1z1j � v1(X1j)U� � 0; j = 1; � � � ; n; j 6= k
w2z2k � v2(X2k)L� � 0;
w2z2j � v2(X2j)U� � 0; j = 1; � � � ; n; j 6= k
w3z3k � v3(X3k)L� � 0;
w3z3j � v3(X3j)U� � 0; j = 1; � � � ; n; j 6= k
w4z4k � v4(X4k)L� � 0;
w4z4j � v4(X4j)U� � 0; j = 1; � � � ; n; j 6= k

w51z51j + w52z52j � 4P
p=1

wpzpj � 0;

j = 1; � � � ; n;
w6z6k � �w51z51k + v5(X5k)L�

� � 0;
w6z6j � �w51z51j + v5(X5j)U�

� � 0; j = 1; � � � ; n; j 6= k;
w7z7k � �w52z52k + v6(X6k)L�

� � 0;
w7z7j � �w52z52j + v6(X6j)U�

� � 0; j = 1; � � � ; n; j 6= k;
u(Yk)U� � (w6z6k + w7z7k) � 0;
u(Yj)L� � (w6z6j + w7z7j) � 0; j = 1; � � � ; n; j 6= k;
u; vi; wh � "; i = 1; � � � 6; h = 1; 2; 3; 4; 51; 52; 6; 7:

(26)

Box I

After substitutions according to the above de-
scription, Model (24), in full form, it changes as shown
in Box I.

Model (26) is still two-level programming and the
value of zhj must be determined to convert it into one-
level programing. Since both inner programing and
outer programing have the same direction, they can be
easily reduced to a one-level optimization problem by
substituting the constraints of the outer program into
the model of inner program as follows:

(Ek)U� = maxu(Yk)U� ;

s.t.

6X
i=1

vi(Xik)L� = 1;

u(Yk)U� �
6X
i=1

vi(Xik)L� � 0;

u(Yj)L� �
6X
i=1

vi(Xij)U� � 0;

j = 1; � � � ; n; j 6= k;

w1z1k � v1(X1k)L� � 0;

w1z1j � v1(X1j)U� � 0 qquadj = 1; � � � ; n; j 6= k;

w2z2k � v2(X2k)L� � 0;
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w2z2j � v2(X2j)U� � 0; j = 1; � � � ; n; j 6= k;

w3z3k � v3(X3k)L� � 0;

w3z3j � v3(X3j)U� � 0; j = 1; � � � ; n; j 6= k;

w4z4k � v4(X4k)L� � 0;

w4z4j � v4(X4j)U� � 0; j = 1; � � � ; n; j 6= k;

w51z51j + w52z52j �
4X
p=1

wpzpj � 0;

j = 1; � � � ; n;
w6z6k � �w51z51k + v5(X5k)L�

� � 0;

w6z6j � �w51z51j + v5(X5j)U�
� � 0;

j = 1; � � � ; n; j 6= k;

w7z7k � �w52z52k + v6(X6k)L�
� � 0;

w7z7j � �w52z52j + v6(X6j)U�
� � 0;

j = 1; � � � ; n;
j 6= k; u(Yk)U� � (w6z6k + w7z7k) � 0;

u(Yj)L� � (w6z6j + w7z7j) � 0;

j = 1; � � � ; n; j 6= k;

(Zhj)L� � zhj � (Zhj)U� ; j = 1; � � � ; n;
h = 1; 2; 3; 4; 51; 52; 6; 7;

u; vi; wh � "; i = 1; � � � ; 6;
h = 1; 2; 3; 4; 51; 52; 6; 7: (27)

Model (27) is nonlinear due to the nonlinear terms
whzhj ; therefore, to transform it into linear program-
ming, assume:

Lhj = whzhj ; h = 1; 2; 3; 4; 51; 52; 6; 7: (28)

By substituting Model (28) into Model (27), the model
changes to a linear one as follows:

(Ek)U� = maxu(Yk)U� ;

s.t.

6X
i=1

vi(Xik)L� = 1;

u(Yk)U� �
6X
i=1

vi(Xik)L� � 0;

u(Yj)L� �
6X
i=1

vi(Xij)U� � 0;

j = 1; � � � ; n; j 6= k;

L1k � v1(X1k)L� � 0;

L1j � v1(X1j)U� � 0; j = 1; � � � ; n; j 6= k;

L2k � v2(X2k)L� � 0;

L2j � v2(X2j)U� � 0; j = 1; � � � ; n; j 6= k;

L3k � v3(X3k)L� � 0;

L3j � v3(X3j)U� � 0; j = 1; � � � ; n; j 6= k;

L4k � v4(X4k)L� � 0;

L4j � v4(X4j)U� � 0; j = 1; � � � ; n; j 6= k;

L51j + L52j �
4X
p=1

Lpj � 0; j = 1; � � � ; n;

L6k � (L51k + v5(X5k)L�) � 0;

L6j�(L51j + v5(X5j)U� ) � 0; j=1; � � � ; n; j 6= k;

L7k � (L52k + v6(X6k)L�) � 0;

L7j � (L52j + v6(X6j)U� ) � 0;

j = 1; � � � ; n; j 6= k

u(Yk)U� � (L6k + L7k) � 0;

u(Yj)L� � (L6j + L7j) � 0;

j = 1; � � � ; n; j 6= k;

wh(Zhj)L� � Lhj � wh(Zhj)U� ;

j = 1; � � � ; n; h = 1; 2; 3; 4; 51; 52; 6; 7;

u; vi; wh � "; i=1; � � � ; 6; h=1; 2; 3; 4; 51; 52; 6; 7:
(29)

u�, v�i , w�h, and L�hj are the optimal solution to DMU k.
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The e�ciency of the process is de�ned as the proportion
of weighted sum of outputs to the weighted sum of
inputs for any process. Therefore, the e�ciencies of
processes are as follows:

(E1
k)U� = L�1k=v�1(X1k)L�(E2

k)U� = L�2k=v�2(X2k)L�;

(E3
k)U� = L�3k=v�3(X3k)L�(E4

k)U� = L�4k=v�4(X4k)L�;

(E5
k)U� = (L�51k + L�52k)=(L�1k + L�2k + L�3k + L�4k);

(E6
k)U� = L�6k=(L�51k + v�5(X5k)L�);

(E7
k)U� = L�7k=(L�52k + v�6(X6k)L�);

(E8
k)U� = u�(Yk)U�=(L

�
6k + L�7k): (30)

5.2. Lower bound
The procedure that leads to �nding the values of xij ,
zhj , and yj for minimizing the e�ciency of DMU k is
represented as follows:

1. Substitute the largest value of all outputs and
the smallest value of all inputs with DMU k in
Model (24);

2. Substitute the smallest value of all outputs and the
largest value of all inputs with the other DMU in
Model (24).

After substitutions according to the above descriptions
for Model (24), in full form, it changes as shown in
Box II. The procedure for converting the two-level
programming into a one-level program in lower bound
is not as much direct as the upper bound procedure
because the directions of outer and inner programs
are di�erent. In the two-level programming, when the
directions of outer and inner programs are di�erent,
substituting the constraint of the outer program into
the inner program may increase or decrease the e�-
ciency in comparison with its real value. Therefore,
the direction of Model (31) must change. However,
as the direction of the outer program cannot change,
the direction of the inner program must be changed.
By utilizing the duality theorem, the direction of inner
program changes from maximization to minimization.
Model (22) is the dual form of inner program of
Model (31). Hence, the directions of both inner and
outer programs change to minimization, which can be
easily reduced to a single-level program. Furthermore,
by substituting the most favorable bounds of xij and
yj , Model (22) becomes:

(Ek)L� = min � � "
 

6X
i=1

sxi +
4X
i=1

szi

+ sz51 + sz52 + sz6 + sz7 + sy
!
;

s.t.

�(Xik)U� �
24�k(Xik)U� +

nX
j=1;j 6=k

�j(Xij)L�

35
�
24�(i)

k (Xik)U� +
nX

j=1;j 6=k
�(i)
j (Xij)L�

35
� sxi = 0; i = 1; 2; 3; 4;

�(X5k)U� �
24�k(X5k)U� +

nX
j=1;j 6=k

�j(X5j)L�

35
�
24�(6)

k (X5k)U� +
nX

j=1;j 6=k
�(6)
j (X5j)L�

35
� sx5 = 0;

�(X6k)U� �
24�k(X6k)U� +

nX
j=1;j 6=k

�j(X6j)L�

35
�
24�(7)

k (X6k)U� +
nX

j=1;j 6=k
�(7)
j (X6j)L�

35
� sx6 = 0;24�k(Yk)L� +

nX
j=1;j 6=k

�j(Yj)U�

35
+

24�(8)
k (Yk)L� +

nX
j=1;j 6=k

�(8)
j (Yj)U�

35�sy=(Yk)L�;

nX
j=1

�(q)
j zqj �

nX
j=1

�(5)
j zqj � szq = 0; q = 1; � � � ; 4;

nX
j=1

�(5)
j z51j �

nX
j=1

�(6)
j z51j � sz51 = 0;

nX
j=1

�(5)
j z52j �

nX
j=1

�(7)
j z52j � sz52 = 0;

nX
j=1

�(6)
j z6j �

nX
j=1

�(8)
j z6j � sz6 = 0;

nX
j=1

�(7)
j z7j �

nX
j=1

�(8)
j z7j � sz7 = 0;
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(Ek)L� = min
(Zhj)L� � zhj � (Zhj)U�8h; j

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Ek = maxu(Yk)L�
s.t.P6
i=1 vi(Xik)U� = 1;

u(Yk)L� �
6P
i=1

vi(Xik)U� � 0;

u(Yj)U� �
6P
i=1

vi(Xij)L� � 0; j = 1; � � � ; n; j 6= k;

w1z1k � v1(X1k)U� � 0;
w1z1j � v1(X1j)L� � 0; j = 1; � � � ; n; j 6= k;
w2z2k � v2(X2k)U� � 0;
w2z2j � v2(X2j)L� � 0; j = 1; � � � ; n; j 6= k;
w3z3k � v3(X3k)U� � 0;
w3z3j � v3(X3j)L� � 0; j = 1; � � � ; n; j 6= k;
w4z4k � v4(X4k)U� � 0;
w4z4j � v4(X4j)L� � 0; j = 1; � � � ; n; j 6= k;

w51z51j + w52z52j � 4P
p=1

wpzpj � 0; j = 1; � � � ; n;
w6z6k � (w51z51k + v5(X5k)U� ) � 0;
w6z6j � (w51z51j + v5(X5j)L�) � 0; j = 1; � � � ; n; j 6= k;
w7z7k � (w52z52k + v6(X6k)U� ) � 0;
w7z7j � (w52z52j + v6(X6j)L�) � 0; j = 1; � � � ; n; j 6= k;
u(Yk)L� � (w6z6k + w7z7k) � 0;
u(Yj)U� � (w6z6j + w7z7j) � 0; j = 1; � � � ; n; j 6= k;
u; vi; wh � "; i = 1; � � � ; 6; h = 1; 2; 3; 4; 51; 52; 6; 7

(31)

Box II

(Zhj)L� � zhj � (Zhj)U� ;

h = 1; 2; 3; 4; 51; 52; 6; 7; j = 1; � � � ; n;
�j ; �

(t)
j ; sxi ; s

z
h; s

y � 0; i = 1; � � � ; 6;
t = 1; � � � ; 8; h = 1; 2; 3; 4; 51; 52; 6; 7;

j = 1; � � � ; n: (32)

Model (32) is non-linear programming. Therefore, to
transform it into linear programming, let:

M1j = �(1)
j z1j ; M2j = �(2)

j z2j ;

M3j = �(3)
j z3j ; M4j = �(4)

j z4j ;

M51j = �(5)
j z51j ; M52j = �(5)

j z52j ;

M6j = �(6)
j z6j ; M7j = �(7)

j z7j ;

j = 1; � � � ; n; (33)

M̂1j = �(5)
j z1j ; M̂2j = �(5)

j z2j ;

M̂3j = �(5)
j z3j ; M̂4j = �(5)

j z4j ;

M̂51j = �(6)
j z51j ; M̂52j = �(7)

j z52j ;

M̂6j = �(8)
j z6j ; M̂7j = �(8)

j z7j ;

j = 1; � � � ; n: (34)

As seen in Eqs. (33) and (34), zhj has appeared in both
Mhj and M̂hj . zhj varies between lower and upper
bounds ((Zhj)L� � zhj � (Zhj)U� ); Therefore, Mhj and
M̂hj are restricted too. Consider intermediate product
z7j as an example; following Eqs. (33) and (34), M7j =
�(7)
j z7j and M̂7j = �(8)

j z7j ; and following Model (15),
(Z7j)L� � z7j � (Z7j)U� ; therefore, �(7)

j (Z7j)L� � M7j �
�(7)
j (Z7j)U� and �(8)

j (Z7j)L� � M̂7j � �(8)
j (Z7j)U� .

By correcting the upper and lower bounds for each
Mhj and M̂hj and substituting Eqs. (33) and (34) into
Model (32), transform it to a linear model as follows:
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(Ek)L� = min � � "
 

6X
i=1

sxi +
4X
i=1

szi + sz51 + sz52

+ sz6 + sz7 + sy
!
;

s.t.

�(Xik)U� �
24�k(Xik)U� +

nX
j=1;j 6=k

�j(Xij)L�

35
�
24�(i)

k (Xik)U� +
nX

j=1;j 6=k
�(i)
j (Xij)L�

35
� sxi = 0; i = 1; 2; 3; 4;

�(X5k)U� �
24�k(X5k)U� +

nX
j=1;j 6=k

�j(X5j)L�

35
�
24�(6)

k (X5k)U� +
nX

j=1;j 6=k
�(6)
j (X5j)L�

35
� sx5 = 0;

�(X6k)U� �
24�k(X6k)U� +

nX
j=1;j 6=k

�j(X6j)L�

35
�
24�(7)

k (X6k)U� +
nX

j=1;j 6=k
�(7)
j (X6j)L�

35
� sx6 = 0;24�k(Yk)L� +

nX
j=1;j 6=k

�j(Yj)U�

35
+

24�(8)
k (Yk)L� +

nX
j=1;j 6=k

�(8)
j (Yj)U�

35� sy = (Yk)L�;

nX
j=1

Mqj �
nX
j=1

M̂qj � szq = 0; q = 1; � � � ; 4;

nX
j=1

M51j �
nX
j=1

M̂51j � sz51 = 0;

nX
j=1

M52j �
nX
j=1

M̂52j � sz52 = 0;

nX
j=1

M6j �
nX
j=1

M̂6j � sz6 = 0;

nX
j=1

M7j �
nX
j=1

M̂7j � sz7 = 0;

�(q)
j (Zqj)L� �Mhj � �(q)

j (Zqj)U� ;

q = 1; 2; 3; 4; j = 1; � � � ; n;

�(5)
j (Zqj)L� � M̂hj � �(5)

j (Zqj)U� ;

q = 1; 2; 3; 4; j = 1; � � � ; n;

�(5)
j (Z51j)L� �M51j � �(5)

j (Z51j)U� ;

�(6)
j (Z51j)L� � M̂51j � �(6)

j (Z51j)U� ;

�(5)
j (Z52j)L� �M52j � �(5)

j (Z52j)U� ;

�(7)
j (Z52j)L� � M̂52j � �(7)

j (Z52j)U� ;

�(6)
j (Z6j)L� �M6j � �(6)

j (Z6j)U� ;

�(8)
j (Z6j)L� � M̂6j � �(8)

j (Z6j)U� ;

�(7)
j (Z7j)L� �M7j � �(7)

j (Z7j)U� ;

�(8)
j (Z7j)L� � M̂7j � �(8)

j (Z7j)U� ;

�j ; �
(t)
j ; sxi ; s

z
h; s

y � 0; i = 1; � � � ; 6;

t = 1; � � � 8; h = 1; 2; 3; 4; 51; 52; 6; 7;

j = 1; � � � ; n: (35)

The optimal values for Mhj , M̂hj , and �(t)
j are obtained

by Model (35). The optimal value of z�hj is achieved by
substituting this parameter into Models (33) and (34).
After solving Model (35), the optimal values of reduced
costs of sxi , szh, and sy are the values of multipliers v�i ,
w�h, and u�, respectively. Therefore, the e�ciencies of



884 H. Omrani et al./Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 868{890

processes are as follows:

(E1
k)L� = w�1z�1k=v�1(X1k)U� ;

(E2
k)L� = w�2z�2k=v�2(X2k)U� ;

(E3
k)L� = w�3z�3k=v�3(X3k)U� ;

(E4
k)L� = w�4z�4k=v�4(X4k)U� ;

(E5
k)L� =(w�51z

�
51k + w�52z

�
52k)

=(w�1z�1k + w�2z�2k + w�3z�3k + w�4z�4k);

(E6
k)L� = w�6z�6k=(w�51z

�
51k + v�5(X5k)U� );

(E7
k)L� = w�7z�7k=(w�52z

�
51k + v�6(X6k)U� );

(E8
k)L� = (u�(Yk)L�)=(w�6z�6k + w�7z�7k): (36)

6. Case study

The network supply chain of a shipping company has
been chosen as case study. Considering that about 90%
of the world trade is transported by sea, the impor-
tance of shipping industry in the international trade
as 3PL has been duly recognized in many academic
institutions. However, probably less attention has so
far been given to the network supply chains in this
industry by themselves as the core subject for research
and studies. It is well known that shipping movements
are conducted from port to port and country to country
and multi-nationally. There exists a vast and assorted
network of vendors and bene�ciaries, earnings and
expenditures, interconnected from various places of

the world, consisting of numerous members, elements,
currencies, etc. Ships have a large number of users
and bene�ciaries in various locations; they are repaired
in one port of the world and supplied in other ports,
and may make their earnings in third places, which
may be very far from any of the above-mentioned
locations. Henceforth, for our case study, the supply
chain network of a leading shipping company in Iran is
reviewed, which is shown in Figure 3.

Detailed studies have been carried out on the
network supply chain of the subject company, which
is drawn in the given diagram. It is understood that
there are three major activities in this business. The
�rst major activity (supplying) consists of providing a
ship as a basic tool and means to e�ciently conduct the
business, and maintaining her in running and available
condition all the while. The second major activity
(production) in our diagram and work ow is chartering
her out on the daily cost basis (time charter) as output
of this activity for the commercial department, which
utilize the ship and make their earning by producing
shipping services. The third major activity (distri-
bution) is the actions and conducts of distributors,
forwarders, and selling agents (similar to selling agents
of airlines) who sell the service to end users locally and
internationally.

6.1. Major Activity I: supplying
The �rst sub-process in this activity is the provision of
technical repairs. There are two categories of repairs:

1. Voyage repairs, which are a type of continuous
repair of the ship as she is running;

2. Dry docks repairs, which are required by Statute.
Vessels must be taken to dry docks and complete

Figure 3. Supply chain network of the shipping line in Iran.
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inspection of ship bottom, sea chests, and underwa-
ter area must be e�ected to ensure that the vessel
is fully safe for her assignments.

Naturally, the voyage and dry docking repairs must be
performed as fast as possible to minimize o�-hire period
and to ensure that the vessel is kept on operational
and available condition to the maximum possible. The
number of operational days out of every 365 days of
the year can be taken as the output of this activity to
measure the e�ciency of this sub-process.

The next sub-process is ship manning, whose
function is to man and run the ship. There are 304
marine employees in the company in terms of o�cers
and crew, out of which 61 persons are permanent
employees and the rest of 243 hands are supplied by
at least three ships manning companies in line with
the company's policy of outsourcing. The manning
contract is based on cost-plus and payment of a �xed
premium on top of their actual payments and basic
salary. Therefore, the input of this sub-process is what
they pay to their employed o�cers and crew and the
output of this sub-process is the remuneration they
get from the main company in addition to their paid
salaries. The company has adopted outsourcing policy
instead of permanent employment.

The following sub-process is technical supplies
and provisions, which is responsible to supply spare
parts, lubricating oil, fresh water, paints, chemicals,
buying insurance, statutory surveys, stores for a given
voyage, etc. The company normally pays 3% overhead
costs on top of the actual purchasing price of the
subject services.

The fourth sub-process of this activity is �nancing
whose function is to provide and deliver a suitable
bareboat ship. The initial capital and pro�t of 7%
per annum is recovered through three monthly install-
ments and depreciated annually in a form of lease
and purchase. The input of this sub-process is the
initial capital acquired and the output is the periodical
depreciation of received loan.

To elaborate on the function of ship technical
supply and maintenance activity, we have to consider
that all the above sub-processes are performed in order
for this department to maintain the ship in running
condition and supply her to commercial department in
the form of time charter. This section must cover all its
costs described in the four sub-processes above by col-
lecting daily charter rate from commercial department.
Therefore, the input of this activity is the sum of all
costs described per above sub-processes and output is
the daily time charter rate collected for supplying the
ship in running condition to commercial department.

6.2. Major Activity II: producing
At this activity, the vessel is taken over in an available

condition by technical department on a time charter
basis. There are two activities of service production in
the company:

1. Passenger and car carriage, which is a�ected by
Catamaran High Speed Crafts and RORO (Roll
On-Roll O�) ships;

2. Container carriage, which is mainly feeder carriage
in the regions of Persian Gulf, Oman Sea, and north
of Indian Ocean.

At this activity, the vessel is allocated a commercial
route in form of a speci�c voyage instruction and a ship-
ping service is produced, which is o�ered to the market
(distributors described in the next stage). Various com-
mercial operation costs such as fuel and bunker costs,
port dues, cargo operation costs, container costs, P&I
(Protection and Indemnity) club costs, and passenger
meals as well as other operational and non-operational
costs including tax and other probable �nancial costs
are added to the vessel's daily time charter hire costs
taken from the �rst activity, and relevant shipping
service is produced. The output of this activity will
be the numbers of containers, passengers, and cars
carried against the input, which is the sum of all costs
described above.

6.3. Major Activity III: distribution
The service is sold to customers and end users by sales
sta�, forwarders, sales o�ces, and agents located in the
various parts of the world. The revenue is generated
and the output of this section is the net income after
deducting all the above-mentioned costs.

6.4. Data and results
The data have been extracted from the operational
reports of a shipping company in Iran. They consist
of year-end results for 4 consecutive years, i.e. year
2008-2009 up to year 2011-2012. The �scal year for
this company is 365 days, commencing on March 21st,
which is Iranian New Year. Therefore, each �scal year
involves two Gregorian-calendar years, i.e. from March
21st of every Gregorian year to March 20th of the
following year. It may be mentioned that as we could
not access the database of another similar shipping line,
in this paper, there are four DMUs of a single shipping
line in which each DMU refers to one �scal year of the
same company.

Table 1 shows the inputs, intermediate products,
and outputs of the shipping company in Iran for four
�scal years. Note that the years in Table 1 are actually
represented by their commencing dates, e.g. the �scal
year 2008-2009 has been denoted by 2008 for simplicity
in writing.

By applying Models (29), (30), (35), and (36), the
upper and lower bounds of the �-cut of the fuzzy supply
chain and 8 sub-processes are calculated. Table 2 shows
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Table 1. Triangular fuzzy numbers for 4 years of the shipping line in Iran.

Indicator Year 2008 Year 2009 Year 2010 Year 2011

Costs of repairs (voyage

+ dry dock) (X1)
(234.92,264.92,294.92) (202.97,232.97,262.97) (134.7,164.7,194.7) (175.14,205.14,235.14)

Crew cost (X2) (504.28,534.28,564.28) (662.14,692.14,722.14) (705.61,735.61,765.61) (824.67,854.67,884.67)

Costs of spare parts,

provisions, insurance,

etc. (X3)

(183.95,213.95,243.95) (302.76,332.76,362.76) (291.43,321.43,351.43) (325.74,355.74,385.74)

Ship purchase cost (X4) (11909,11909,11909) (11503,11503,11503) (10194,10194,10194) (9605,9605,9605)

Commercial container

operation cost + other

costs (X5)

(2218.1,2248.1,2278.1) (1835.77,1865.77,1895.77) (2076.59,2106.59,2136.59) (1571.41,1601.41,1631.41)

Commercial passenger

operation cost + other

costs (X6)

(200.97,230.97,260.97) (246.91,276.91,306.91) (283.33,313.33,343.33) (336.85,366.85,396.85)

Lease + purchasing

(by installments) (Z1)
(376.02,406.02,436.02) (1149.13,1179.13,1209.13) (519.17,549.17,579.17) (536.19,566.19,596.19)

Ship manning cost (Z2) (525.65,555.65,585.65) (689.82,719.82,749.82) (735.04,765.04,795.04) (858.86,888.86,918.86)

Supply of spares &

provisions plus

%3 overhead (Z3)

(190.37,220.37,250.37) (312.74,342.74,372.74) (301.08,331.08,361.08) (336.41,366.41,396.41)

Total available days per

year (on-hire days) (Z4)
(3,3.15,3.31) (3.91,4.06,4.22) (3.99,4.15,4.3) (4.32,4.47,4.63)

Time charter to service

provider (container) (Z51)
(695.7,725.7,755.7) (1777.54,1807.54,1837.54) (1265.5,1295.5,1325.5) (1443.16,1473.16,1503.16)

Time charter to service

provider (passenger) (Z52)
(716.04,746.04,776.04) (588.18,618.18,648.18) (520.41,550.41,580.41) (731.33,761.33,791.33)

No. of containers

carried per year (Z6)
(193,193.93,194.86) (339.86,340.79,341.72) (304.54,305.47,306.4) (328.56,329.49,330.42)

No. of passengers + cars

carried per year (Z7)
(152.08,153.01,153.94) (291.99,292.92,293.85) (296.27,297.19,298.12) (346.06,346.99,347.92)

Net income (pro�ts) (Y ) (676.1,706.1,736.1) (43.74,73.74,103.74) (1003.1,1033.1,1063.1) (397.61,427.61,457.61)



H. Omrani et al./Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 868{890 887



888 H. Omrani et al./Scientia Iranica, Transactions E: Industrial Engineering 25 (2018) 868{890

the result for � = 0; 0:1; � � � ; 1 for supply chain and sub-
processes, where S, P1, P2, P3, P4, P5, P6, P7, and
P8 refer to supply chain of the shipping company, ship
�nance, ship manning, technical provision, technical
repairs, technical supply & maintenance, container
service, passenger service, and selling agent.

In each �-cut, the lowest and highest e�ciency
scores for supply chain and members are calculated.
The most likely cases of � = 1 and � = 0 are worth
further discussion. At � = 1, there is only one value.
At � = 0, the upper and lower e�ciency scores are
shown. For example, at � = 1, the supply chain
e�ciency for year 2008 is 0.662 while at � = 0, this
value varies between 0.513 and 0.823.

Among all years of the shipping company, no
year has e�ciency of one. For example, in the most
likely case, this value varies from 0.054 (DMU 2009)
to 0.740 (DMU 2010); at � = 0, the upper and lower
e�ciencies vary from 0.08 (DMU 2009) to 0.936 (DMU
2010) and 0.028 (DMU 2009) to 0.584 (DMU 2010),
respectively. The supply chain for year 2010 has the
highest e�ciency at � = 1 (Ek = 0:740).

Ship manning (P2) and technical provision (P3)
show e�ciency values of one in all the years (2008 up
to 2010) in the most likely case of � = 1, while, when
research quality is represented by fuzzy numbers, no
years have full e�ciencies.

7. Conclusion

The supply chain is composed of a network of as-
sociated and interdependent links and organizations
reciprocally and co-operatively working to achieve the
highest e�ciency. It is proven that, in order to achieve
the highest e�ciency in each network, all the relevant
processes and sub-processes must have the highest
e�ciency. It necessitates intelligent and systematic
evaluation and monitoring of network and all the
members associated. Kao and Hwang [7] developed
a relational network DEA model for calculating the
e�ciency of the network system. The model calculated
the e�ciency of system and processes using a math-
ematical program. Therefore, the relational network
DEA model is found to be a suitable mathematically
de�ned method for evaluating a supply chain.

However, the existing relational network DEA
models evaluate the performance of decision making
units with precise data. Whereas, in the real-world
applications, there are many supply chain networks
with imprecise and vague �gures. This paper extends
relational network DEA from the deterministic envi-
ronment with exact �gures to fuzzy �elds, where there
are imprecise data represented by fuzzy numbers.

A pair of two-level mathematical programs was
utilized to convert the fuzzy relational network DEA to
a conventional crisp method. For this purpose, in each

�-cut, the upper and lower bounds of the e�ciencies for
supply chain and members were calculated. The idea
was to convert the two-level mathematical programs
into one-level ones for calculating the upper and lower
bounds. The conversion of the lower bound into one-
level program is not as straightforward as converting
the upper bound, because the directions of the inner
program and other programs in lower bound are di�er-
ent. Thus, the duality theorem was used to change the
direction of the inner program.

Fuzzy e�ciency measurements are more informa-
tive than crisp methods, because they provide not only
the most likely values, but also the range that all
possible values can appear inside it. This prevents
the decision maker from being over-con�dent with
results that are not 100 percent correct and making
inappropriate decisions.

In this paper, the proposed model was employed
by some actual data from the supply chain of a shipping
company in Iran. The result showed that the supply
chain in none of the four consecutive years had perfect
e�ciency. For example, at � = 1, the e�ciency of
company varied between 0.053 and 0.740.
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