Scientia Iranica D (2018) 25(3), 1492-1506

PZIN
N4

SCIENTIA
IRANICA

Transactions D: Computer Science & Engineering and Electrical Engineering

Sharif University of Technology

Scientia Iranica

http://scientiairanica.sharif.edu

Evaluating the effect of SSSC stabilizer in different
control channels on sub-synchronous resonance

oscillations

M.R. Shakarami®*,

A. Asadi Ghyasvand?, and A. Kazemi®

a. Department of Engineering, Lorestan Unwversity, Lorestan, P.O. Box 68151-44316, Iran.
b. Department of Blectrical Engineering, Iran Unwversity of Science and Technology, Tehran, Iran.

Received 4 August 2015; received in revised form 20 August 2016; accepted 26 September 2016

KEYWORDS

Figenvalues;

Static Synchronous
Series Compensator
(SSSC);
Sub-Synchronous
Resonance (SSR);
Gray Wolves
Optimization (GWO)
algorithm.

1. Introduction

Abstract. To increase transmitted power, series capacitors may be used in the
transmission lines. A compensated transmission line together with a turbine-generator
may cause Sub-Synchronous Resonance (SSR) phenomena in a power system. In this paper,
details of dynamic modeling of a single machine power system connected to the network
through a transmission line, compensated with a series capacitor, have been presented.
Static Synchronous Series Compensator (SSSC) as one of series FACTS devices has been
used for the damping of the SSR oscillations. For this purpose, a linear damping SSSC-
based stabilizer with lead-lag structure is incorporated into SSSC controller. To determine
parameters of SSSC stabilizer, a new multi-objective function has been proposed. In this
function, in addition to improving stability of critical modes, the gain of the stabilizer has
been considered. To have a stabilizer with a minimum-phase structure, suitable constraints
have been determined and added to the objective function. To optimize the objective
function, a recently developed optimization technique known as Grey Wolf Optimization
(GWO) algorithm has been applied. The eigenvalues analysis and nonlinear simulations of
the IEEE First Benchmark Model (FBM) power system with a SSSC stabilizer illustrate
the effectiveness of the proposed method in suppressing SSR oscillations in the studied
system.

(© 2018 Sharif University of Technology. All rights reserved.

modes in the network and mechanical modes in turbine
shaft, which disturb dynamic stability of the system

Series capacitors have been successfully used for many
years in order to enhance the stability and increase the
power transfer capability of the high-voltage transmis-
sion networks [1]. However, when this technique is ap-
plied together with a turbine-generator, it may lead to
Sub-Synchronous Resonance (SSR) oscillations. SSR
problem results from the interactions between electric
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and probably destroy the generator [2]. Nowadays, the
use of wind power generations is increasing noticeably.
SSR phenomena with induction generators in wind
farms connected to the network through compensated
transmission lines may occur [3].

To damp SSR oscillations, different techniques
have been presented in the literature. In [4], effect
of the gain of Automatic Voltage Regulator (AVR)
on bifurcations of SSR in a power system has been
studied. The results show that the locations of HOPF
bifurcations can be controlled by the gain value of the
AVR. A supplementary damping controller for gen-
erator excitation system to mitigate SSR oscillations



M.R. Shakarami et al./Scientia Iranica, Transactions D: Computer Science & ... 25 (2018) 1492-1506 1493

has been proposed in [5]. In [6], a Gat Controlled
Series Capacitor (GCSC) has been used to damp SSR
oscillations. In [7,8], fuzzy logic and PSO algorithms
have been used to determine parameters of a supple-
mentary damper (DSSC) for a DFIG to reduce SSR
oscillations in a wind farm turbine. A novel auxiliary
damping stabilizer to mitigate SSR using active power
control of a DFIG-based wind farm has been presented
in [9]. In this method, the genetic algorithm determines
the parameters of the PID damping controller. The
SSR phenomenon in the presence of Type-2 of wind
turbines has been studied in [10]. In [11], the HOPF
bifurcation of the equilibrium points and their corre-
sponding limit cycles have been applied to the study
of sub-synchronous interaction between wind farms
and series-compensated transmission lines. In [12], a
novel two-Degree-Of-Freedom (2DOF') control strategy
combined with a damping control loop is designed
and analyzed to enhance the system stability and
alleviate the SSR that may arise due to the induction
generator effect. In [13], a PI damping controller
based on Wide-Area Measurement System (WAMS)
has been designed and added to the main loop of
PV plat to damp SSR oscillations. A bypass-damping
filter can be a countermeasure to increase damping of
SSR oscillations [14]. In addition, it can help reduce
transient overvoltage of the series capacitor in the
series-compensated systems. In [15], a global optimal
control design to guarantee tensional stability under
all possible operation conditions has been proposed.
In this method, parameters of multiple excitation
systems are simultaneously determined to damp SSR
oscillations. In [16], a methodology for the evaluation
of risk of SSR in meshed compensated AC networks
has been proposed. In this method, severity of the SSR
phenomena in different network configurations caused
by fixed series compensation and probabilistic behavior
of the power system, which is due to random outage of
lines, has been evaluated. The FACTS devices are such
that they can rapidly control various network operating
conditions; this capability of these devices can improve
the stability of the power systems [17]. To increase
damping of SSR oscillations, FACTS devices are widely
utilized. These devices should be enhanced with an
auxiliary damping stabilizer to provide extra damping
characteristic. Design of a SSSC stabilizer to damp
SSR oscillations has been analyzed in [18].

In [19], effect of SVC and TCSC controllers on
mitigating SSR oscillations caused by an induction gen-
erator has been studied. Coordinated design of Static
VAR Compensators (SVCs) and Power System Stabi-
lizers (PSSs) to damp SSR oscillations has been inves-
tigated in [20]. In [21], an auxiliary STATCOM-based
stabilizer to damp SSR oscillations has been proposed.
In [22], the use of TCSC-based stabilizer to control
bifurcation of the SSR in a multi-machine power system

has been investigated. The results showed that by
adding a TCSC-based stabilizer, all bifurcations could
be eliminated. In [23], Real-Time Recurrent Learning
(RTRL) algorithm, in which the Neural Network (NN)
is trained in real time, is applied to the design of TCSC-
based stabilizer to damp SSR oscillations. A procedure
for auxiliary Sub-Synchronous Damping Controller
(SSDC) on STATCOM based on nonlinear optimiza-
tion to meet the specifications of the damping torque in
the range of critical torsional frequencies has been pro-
posed in [24]. In [25], design of a SSSC-based stabilizer
to damp sub-synchronous oscillations is presented as
an optimization problem. To solve the problem, Grav-
itational Search Algorithm (GSA) has been applied.
In this reference, the Integral-Time-Absolute-Error
(ITAE) is considered as a performance index. In [26],
a methodology for selecting an optimal combination
of Thyristor-Controlled Series Capacitors (TCSC) and
fixed series capacitors for compensation of transmission
lines based on minimization of the risk of exposure to
SSR has been proposed. In [27], a TCSC was utilized
to reduce SSR oscillations using a supplementary con-
troller. SSSC can control the transmitted power by
transforming inductive states into capacitive ones [28].
Furthermore, by adding a Supplementary Damping
Controller (SDC) to a SSSC, low-frequency oscillations
can be dampened in power systems [29]. To implement
a stabilizer in a SSSC, phase and magnitude controller
channels can be utilized. In [30,31], SSSC’s dampening
capability of controlling SSR is discussed in detail. In
these references, a supplementary damping controller
is added to the primary control loop, and damper’s
parameters are determined by evolutionary algorithms.

Most of the above research studies have consid-
ered an objective function only including critical eigen-
values to improve SSR oscillations, while, a suitable
stabilizer, in addition to improving stability of the
system, must have a low control cost and a good
response time characteristic. On the other hand, some
FACTS devices, such as SSSC and STATCOM, which
have been usually applied to improve damping of the
SSR oscillations, have two control channels known as
phase and magnitude control channels. The stabilizer
in one of these control channels may be more effective
in improving stability of oscillations in a power system.

In [28], the effect of a SSSC stabilizer in different
control channels on inter-area oscillations was studied.
The results showed that SSSC stabilizer in the phase
control channel was more effective in damping inter-
area oscillations than the magnitude control channel.
However, the effect of a SSSC stabilizer in different
control channels on SSR oscillations has not been well
studied in the reported literatures.

In this paper, the model of a single machine six-
mass power system compensated by a capacitor and
together with a SSSC stabilizer is presented to study
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Figure 1. The modified IEEE first benchmark model
with a SSSC.

SSR. To improve stability of the system, a lead-lag
stabilizer has been considered. The stability of SSR
oscillations is presented as a new objective function.
To have a stabilizer with minimum control cost, the
gain of the stabilizer is considered in the objective
function. In addition, to have a SSSC stabilizer with
minimum phase structure, the suitable constraints have
been calculated and added to the objective function.
The Grey Wolf Optimization algorithm (GWO) is used
to optimize the objective function. The effect of a
SSSC stabilizer in different control channels on SSR
oscillations has been studied.

2. Power system modeling

In order to study sub-synchronous resonance phe-
nomenon, the IEEE First Benchmark Model (FBM)
with a SSSC was used. This model is shown in Figure 1.
Parameters of the system were adopted from [32]. This
system has been composed of a generator (model 2.2),
a multi-mass (multi-stage) turbine, a governor, an
exciter, and a compensated transmission line with a
series capacitor and a SSSC. Each part was modeled
autonomously and then combined to make the power
system.

The above system was studied based on the
following assumptions:

1. The power produced by generator, flowing toward
the load, is § = 0.9 — 70.392 p.u;

Mechanical power input to turbine is constant;

Relation between flux and current in the iron
portions is supposed to be linear.

2.1. Static Synchronous Series Compensator
(SSSC)
Voltage source for a SSSC is a DC source. This
voltage source is connected to an AC network by a
converter. The DC voltage is converted into ac voltage
according to the switching type and angle [33]. A
general structure of a SSSC is shown in Figure 2.
Here, R, and X, are series resistance and reac-
tance of a SSSC, respectively. Iy is the current passing

Vinj£6—¢ 1,26
—

! o ox ‘

s

Figure 2. Schematic of a SSSC.
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Figure 3. Phasor diagram for voltage and current of the
transmission line

through transmission line and Vi,; is the injected

voltage by the SSSC. The phasor diagram for the

transmission line in dg basis is shown in Figure 3.
The injected voltage is as follows:

‘/inj — Vinjd + ]‘/1an - |‘/1113| 4(6 - @)7 (1)

where ¢ is the angle of the injected voltage by the
SSSC, and ¢ is the torque angle. Viyjq and Vinj, are
the injection voltages by the SSSC in dg basis, which
are obtained as follows:

Vinja = k.m.Vy, Sin(§ - gp), (2)
Vinjg = k.m.Vye cos(6 — ). (3)

Transmission line current in dg basis is written as
follows:

In =iq+ jig = |IL] 26, (4)

where 6 is the angle between voltage and current in the
infinite bus. Also, 44 and ¢, are d and ¢ components of
line currents, respectively.

2.2. Generator and transmission line
A series compensated long transmission line with a
SSSC is shown in Figure 4.

KmV, /6-
R Xr X, ety

Infinite bus

GEN I Vr VL Vo o Vsssc

v Vi

Figure 4. Schematic representation of IEEE FBM with a
SSSC.
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Here, X1 and R are the equivalent reactance and
impedance of the transmission line, respectively, and
V; is the value of generator’s terminal voltage. Stator
equations in per-unit basis are considered as follows [2]:

1 dwd

T =R d—l— *¢q+Vd, (5)
1 dy, . w

——L =R, — — V. 6
wo di alq w0 * g+, (6)

R, represents resistance in stator windings, V, and
V,; are generator’s terminal voltages in dg basis, wq
and w are rotor speed synchronous and rotor speed
of generator, respectively, ¢, and 74 are currents in
stator windings which flow into transmission line, and
14 and 1, are fluxes of the stator whose equations are
as follows:

WPg = —L;;id + L:;difd + LZdildv (7)
Vg = —L;iq + L*aqilq + quizq, (8)

where Ly and L, are synchronous inductances in the
d — q reference frame, and L.q and L., are the mutual-

inductances. Equations for rotor are considered as
follows [2]:
wiodﬁ;‘d = —Rj4itq + eya, (9)
wiodﬁid = —Rigi1a, (10)
= e w
wiodjj;q = — Ry iz, (12)

where Ryq, Ri4, R14, and Ryq are winding resistances,
and 24, %14, 14, and ipq are currents through the
rotor’s windings. ey, is the voltage source of excitation
winding and 3, Y14, Y14, and Psq are fluxes of
windings of rotor whose equations are as follows [2]:

Vra = Lysa"ifa + Laa"i1a — Laa"ia, (13)
Y1q = L1111 + Lag 12 — Lag g, (14)
V1a = Lad"ifa + L11a"ifd — Laa"ia, (15)
Voq = Lag i1q + Laag i2g — Lag g, (16)

where Ljrq and Ljiiq are self-inductances of rotor
windings, and Ljij, and Lsy, are self-inductances of
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damper windings. Equations for the series capacitor
in d, basis are considered as follows:

dv. ‘v
d =w Ve +wyXig, (17)
dt
A ;
b= " Ve + w5 Xy, (18)

where V., and V.4 are the voltages in dg basis, X¢ is
reactance for the series capacitor in the transmission
line. By considering Figure 4 and simple calculations,
the vector of state variables for electric side of the
system can be calculated as follows:

|:dIE1ec:|_|:did dlq dlfd % @

dt dt dt dt dt dt

dt dt dt

disy dVed dchr 19)
2.3. Mechanical side and exciter

Mechanical side of the generator, shown in Fig-
ure 5 [34], is composed of a High Pressure (HP) turbine,
an Intermediate Pressure (IP) turbine, two low pressure
(LPA and LPB) turbines, a rotor, and an excitation
system. Combination of the masses forms a six-mass
system.

2.8.1. Turbines
Equations related to the turbines are as follows:

dé
Tf = WH — Wo, (20)
de [{IH(S I{IH(S DH( )
— =w —wp—— wo — w
dt OMH I OMH H MH 0 H
2
wo
0 py, 21
* ron 2 (21)
db
d—tl =w; —wy (22)
dwy Kap Kar+ Ky Ky
QI o AL, AL T N 5
It ) M, A — Wy M, 1+ Wwo M, H
D[ w2
— — P 23
+ M](wo LU])+ M[* 1 ( )
dé
7: = w4 — Wo, (24)
“Uf
wH §H Trpa Trprp
< I H 1P HLPA HLPB HGEN HEXC O
I\[H I\A[ I\BA I&gB I\E_r/

Figure 5. Structure of a typical six-mass shaft system
model.
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Wref 1 > 1
+ 1+sTy | ttsTy, | o1+sTy 1+4sTeo
wH
Figure 6. Block diagram of the governor and turbine.
dwa —wo Kpa 85 — wo Kpa+ Kar 84+ wo Kar 5, Figure 6. The corresponding dynamic equations based
dt M4 M4 My on the block diagram are as follows:
-DA W(2) dCV _ 1 C 1 79 I(g
—_— — - T 7 V+7P'n10_ * wg + & 33
+ 37, (o —wa) + = Pa, (25) 7 7, T T, wn 7, 33
dop Py _Fue  1p 34
W =wB wo, (26) dt TC}L \%4 Tch H, ( )
dwp I(gB IX’QB-l-I(BA Kpa Py _ Fr P 1 P 35
== — — — T 5 e tH— 1
dt 0 MB g 0 MB 6B 0 MB 6A dt Trh*FH Trh ( )
dP, F 1
Dp wg A= A p__—p (36)
—(wg — — Pg, 27 * T As
+ i, (wo —wg) + Mp' g B (27) dt T Fr Teo
where Py, Pr, and P, are mechanical powers applied
dfé = w — wp, (28) by the governor to different turbine parts, and Cy is
dt vapor valve in governor.
d K Kgpy + K K itati
aw Sl O St 9B 4+ e IB s, 2.8.3. Excztatwn system o . '
dt M, M, My Block diagram for the excitation system is shown in
Figure 7 [34]. Relationship between output voltage of
+ J(WO —w) - Zop (29) .the excitation system and field voltage is expressed as
g Mg mn Efd = (Lad/Rfd)efd.
s According to the block diagram, equations of
—F = wp —w, (30) excitation system are written as follows:
degq Kg 1 Ryq
. . =—— ———F (37)
d K K D erat R;
0= Sty LS + T (wo—w), (31) dt Tp Tp Laa
dt Mg Mg Mg -
@——LE —QE —K—AV—i—QE
where 6p, 67, 64, 0B, and 6 are rotor angles of dt T, R, TB T o, v, el (38)
high-pressure turbine, intermediate-pressure turbine,
two .low—pressur.e turbines, and rotor angle of exciter dEsy  Kp'Kp'Lag Ky 1
turbine, respectively. wy, wr, wa, wp, w, and wg are 7t TR erq + TT Er - T—ESB,
angular velocities for each shaft section. Here, D is g Ar Ttpd gar £(39)
damping coefficient, M is inertia constant in seconds,
k is the stiffness for each shaft section, and T, is output
torque of synchronous machine as follows: »Eja

T, = de*iq - %*iw

2.8.2. Governor
The block diagram of the four-stage turbine and the
associated electro-hydraulic governor [35] are shown in

(32)

Figure 7. Block diagram of the excitation system.
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Vi=/Vi+ V2 (40)

Vg =Vea + 2L Td Rroig — iXT iq+ Vp sind
wWo dt wWo
+ ‘/;njdv (4]‘)
Xrd; .. i T
V, =V + W—Td—: + Rr'ig + & Xptig + V' sind
0 wo
+ Vinjq, (42)

Rr =R+ Rp + R,,
Xr=Xe + X1+ Xs + Xyys. (43)

The vector of state variables for mechanical side and
excitation is as follows:

[dxMec&Exc] _|:d6E do déB déA diél d67H

dt dt dt dt  dt  dt  dt

dwg dﬁ dwp dwa @ dwg
dt dt dt dt dt dt
de dPH dP] dPA defd

dt dt dt dt dt

dEr dEsg]”
dat i

(44)

2.4. SSSC-based stabilizers
To control the magnitude and phase of the injected
voltage, modulation ratio (m) and angle (¢) can be
controlled. The block diagrams of these controllers are
shown in Figures 8 and 9, respectively.

The equations derived from the above block dia-
grams can be written as follows:

dm 1

T E(mref_m"'Um)a (45)
dy 1

Y = 7 ref — ’ 4
dt T.... (¢ret — 9+ Uyp) (46)

Krcf e

2
xos trystu sT, Input
1 - 0 w ¢ ! |
(14sT)2 1+sTy signa.

Figure 8. A SSSC magnitude controller with a damping
stabilizer.
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Vie Pret
K,
-y 1
Vvdcrcf )
+c“ 1+sTsssc v
+ K;
Ud(.
2 .
s +w1sT0)  sTy Input
(14sT)2 14Ty — signal
Figure 9. A SSSC phase controller with a damping
stabilizer.
dUp; .
dt = K[(Vdcref - Vdc + Udc)7 (47)
Uy, =Upr + Kp(Vacret — Vae + Udc), (48)

where o and mper are the angle and magnitude of
the injected voltage by the SSSC in the steady-state
condition, respectively:

Myef = Xref*-[sm (49)

where X ¢ is the reactance of SSSC and Iss is the
current passing through SSSC in the steady-state con-
ditions. When the magnitude-based stabilizer is used,
U, is set to zero; when the phase-based stabilizer is
used, U,, is set to zero. The vector of state variables for
electrical, exciter, and mechanical sides of the system
together with SSSC stabilizers is as follows:

[Xsys]31><1 = [(SE I (53 (5,4 (5[ 6H WE W WRB WA Wr
wa Cy Py Pr Py ejq Er Espiy iq

Z.fal Z.lq Z.ld Z.2q Vcd ‘/cq Vdc m e Up[]~
(50)

3. Cause of SSR

In order to analyze SSR in the steady-state conditions,
the eigenvalues have been analyzed. Analysis of the
eigenvalues provided useful information about stability
of the system modes. Torsional modes depend on the
intrinsic properties of generator’s masses. The main
cause of SSR phenomenon is excitation of torsional
modes. This is caused by interaction and proximity
between frequency of one of the torsional modes with
that of sub-synchronous resonance mode. Due to the
presence of series capacitor in the transmission lines,
two electric modes are created in the system: sub-
synchronous and sup-synchronous modes. Torsional
frequencies are always smaller than synchronous fre-
quencies. Frequency of the system’s electric mode
(fm) and resonance frequency (fs) can be obtained as
follows [2]:
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x252+w15+a:0 sTw

(1+5T)2 1+sTy

= Input signal

Figure 10. Block diagram of the stabilizer.

Xco
s :foy/XfL, (51)

fm:foj:fm (52)

where X is reactance of the transmission line, and
X is reactance of the series capacitor. fy is the
synchronous frequency, f,, = fo + fs, is the system’s
super-synchronous frequency, while f,, = fo — fs is its
sub-synchronous frequency. In order to prevent SSR
phenomenon, interaction of sub-synchronous electric
mode with torsional modes must be prevented. In
this paper, the main purpose of SSSC stabilizer is to
keep the sub-synchronous mode away from the system’s
torsional mode.

4. Stabilizer design

Block diagram shown in Figure 10 was used for a SSSC
stabilizer. In this paper, rotor speed is selected as an
input signal for the stabilizer.

The following lead-lag stabilizer is considered for
SSSC [28]:

2082 + 15+ 30 ST

Fs) = (14 sT)2  1+sT,"

(53)

The terms zg,z1,22 > 0 are adjustable parameters
for stabilizer, T is time constant, and T, is wash-out
time. The values of T and T, are chosen 0.3 and 10,
respectively.

4.1. Objective function
In this paper, the objective function used to control
SSR is composed of four parts:

1. The first objective function: The first considered
objective function is the magnitude of the stabilizer
function, which can be expressed as follows:

N
= Z |f(Gwi)l, (54)

where wy,ws, - -+ ,wy are a set of frequencies in the
region in which the critical mode should be shifted.

2. The second and third objective functions: The
second and third objective functions are related to
displacement of critical modes with the least damp-
ing coefficients and real parts close to imaginary
axis. These functions are considered as Eqgs. (55)
and (56). A D-shape sector for these functions in
the s-plane is shown in Figure 11 [36]:

1
1
1
1
1
1
> i
1
1
1
1
1

Figure 11. Range of displacement of the modes.

n

Fy= > (00— 01)% (55)

09<01

n

Fi= 3 (G -G) (56)

o<1
/\1‘ zai:I:wi, (57)

—0;
Vol +w?
where o; and (; are the real parts and the damping
coefficient of ith critical mode, o9 and {, are

constant values to which the selected eigenvalues in
the intended range should get closer to these values.

G = (58)

3. The fourth objective function: The constraints of
the problem are related to parameters xg, 1,22 >
0 of the stabilizer. The constraints are related to
stabilizer’s zeroes. At first, the stabilizer’s transfer
function is considered as Eq. (59) by these changes
of parameters: ¥, = z1 /x0T, &2 = w2/xeT? and
§=sT:

7952+ x15+1 T,5
(1+35° 1+Tws

(59)

Transfer function, F'(5), has a pair of poles at s = —1.
For the phase-lead structure, we assume that the zeros
of F(5) with respect to its poles are almost one-decade
closer to the origin, meaning that they belong to the
interval [-0.1 —1]; for the phase-lag structure, zeros
are almost one-decade away from the origin, meaning
that they belong to interval [-10 —1]. With some
simplifications, the constraints for phase-lead structure
can be written as follows:

T, -1y <1, (60)
T, —0.12z5 <10, (61)
—997, + 187, < —180. (62)

By substituting #1 = @1 /20T and &3 = x2/2¢T? into
Egs. (60) to (62), the constraints for the lead state can
be rewritten as follows:

T.%’l — T2 — I0T2 S 0 (63)

Txy — 012y — 102072 < 0, (64)
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A
AR

—9921T + 1825 — 1802,T2 < 0. (65)

To apply the effect of these constraints on the objective
function, the above equations are considered as follows:

G1 (.ZC) = T.Zb'l — T2$0 — Xa, (66)
Gy(z) = Tay — 10T?x¢ — 0.1z, (67)
G3(z) = 4aomwg — 27. (68)

With a similar method, the equations for the stabilizer
with phase-lag structure are considered as in:

Gy (.ZC) =Tz — T2$0 — T2, (69)
Gy(z) = Ty — 0.1T2%20 — 1022, (70)
G3 (x) = 45[,'2{,C0 — ZE% (71)

The above equations are added to the objective func-
tion as a penalty factor according to Eq. (72):

2
Fy=) K,Gi(x), (72)
=1

where K is a coefficient calculated with respect to the
value of G;(x) according to Eq. (73):
50 if G 0
K; = i Gilw) > (73)
0  otherwise

The above functions and constraints are considered as
in the following objective function:

4
M.O.F = Zwle = w1 F1 + wo Fy + w3 F3 + wy Fy,
i=1 (74)

where w; is constant weighting coefficients selected,
empirically considering the impact on the objective
function value. In this paper, these coefficients are
considered to be 1, 150, 10, and 50, respectively. The
following limits have been considered for variables of
the SSSC-based stabilizer:

Z0,min < xo S Z0,max, L1,min S T S T1,max,

T2, min S x2 S T2 max- (75)

5. GWO Algorithm

Grey wolf optimization algorithm is a new population-
based algorithm introduced in 2014 by Mirjalili et
al. [37,38]. Grey wolf (Canis lupus) belongs to Canidae
family. Of particular interest is that they have a very
strict social dominant hierarchy, as shown in Figure 12.
The alpha is mostly responsible for making decisions

w

Figure 12. Hierarchy of grey wolf (dominance decreases
from top down).

about hunting, sleeping place, time to wake, and so
on. The second level in the hierarchy of grey wolves
is beta. The betas are subordinate wolves that help
the alpha in decision-making or other pack activities.
The beta wolf is probably the best candidate to be the
alpha in case one of the alpha wolves passes away or
becomes very old. Omega is the lowest ranking grey
wolf. The omega wolves play the role of scapegoat.
Omega wolves always have to submit to all the other
dominant wolves. They are the last wolves that are
allowed to eat. If a wolf is not an alpha, beta, or
omega, he/she is called subordinate (or delta in some
references). Delta wolves have to submit to alphas and
betas, but they dominate the omega. Scouts, sentinels,
elders, hunters, and caretakers belong to this category.

The main phases of grey wolf hunting are as
follows:

o Tracking, chasing, and approaching the prey;

e Pursuing, encircling, and harassing the prey until it
stops moving;

o Attacking the prey.

In order to model the social hierarchy of wolves mathe-
matically when designing GWO, we should consider the
fittest solution as alpha («). Consequently, the second
and third best solutions are named beta (3) and delta
(6), respectively. The rest of the candidate solutions
are assumed to be omega (w).

Grey wolves encircle the prey during the hunt. In
order to model the encircling behavior mathematically,
the following equations are proposed:

D=|C.Xp(t)—X(t)|, (76)

X(t+1)= Xp(t)— AD, (77)

where t indicates the current iteration, A and C are

coeflicient vectors, Xp is the position vector of the prey,

and X indicates the position vector of a grey wolf.
Vectors A and € are calculated as follows:

A =23 —a, (78)

c

27, (79)
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where components of @ are linearly decreased from
2 to 0 over the course of iterations, and 7y, 7o are
random vectors in [0, 1]. Grey wolves have the
ability to recognize the location of prey and encir-
cle it. In order to simulate the hunting behavior
of grey wolves mathematically, we suppose that the
alpha (the best candidate solution), beta, and delta
have better knowledge about the potential location
of the prey. Therefore, we save the first three best
solutions obtained so far and oblige the other search
agents (including the omegas) to update their positions
according to the position of the best search agents. The
following formulas are proposed in this regard:

D.=|GX,-X|, Ds=|0CX;-ZX|,

Ds = ’ % %5 - X, (80)
(| = Xo — @Dy, Xy = Xp—ayDp,

X3 = X5 — d3Ds, (81)
X(t+1)= M. (82)

3

The final position would be in a random position within
a circle which is defined by the positions of alpha,
beta, and delta in the search space. In other words,
alpha, beta, and delta estimate the victim position and
other wolves update their positions randomly around
the victim [39].

Different steps in applying GWO algorithm to
minimize the proposed objective function are as fol-
lows:

Step 1. Define input data of the studied power
system and necessary parameters of the SSSC-based
stabilizer;

Step 2. Determine the number of search agents (V)
and maximum number of iterations (iter-max);

Step 3. Initialise the gray wolf population matrix
(X). In this matrix, each population set represents
the position of a search agent. From the optimization
point of view, position of a search agent signifies one
of candidates for the minimization of the objective
function. In the proposed objective function, position
of each search agent consists of three unspecific
parameters of the SSSC stabilizer (i.e., 2, x1, and
2o as shown in Figure 10). FEach element of the
position of search agent is initialized within the limits
of parameters of the SSSC stabilizer and may be
determined as follows:

(83)

max min )
)

min
Lym,j = Zm,; +rand(0,1) x (xm,j —Tm,j

where z,,; is jth element of mth search agent
position. Here, m =1,2,--- ,N and j =1,2,---,D.
Here, N is the maximum number of the search agents
and D is the number of variable in the problem (in
the proposed objective function D = 3). According
to the above explanations, matrix X can be presented
in the following way:

X1 Ti,1 T2 T1.3
X 2,1 T2,2  T2.3

X=| .= . . R (84)
XN TN1 TN2 TN3

Position of each search agent should satisfy the
constraints of parameters of SSSC stabilizer;

Step 4. If constraints limits of each search agent
of matrix X are satisfied, then go to the next step,
otherwise go back to Step 3;

Step 5. Initialise a, A, and C using Eqs. (78) and
(79);

Step 6. Linearise the power system installed with a
SSSC-based stabilizer for each search agent, calculate
the aginvalues and determine the critical modes, and
then evaluate the fitness function value of each search
agent;

Step 7. Set the positions of search agent of matrix
X corresponding to the first, second, and third values
of fitness function as X,, Xz, and X5, respectively;

Step 8. Set iteration number iter = 1;

Step 9. Update the position of each search agent
using Eqgs. (80)-(82);

Step 10. Update the values of a, A, and C using
Eqgs. (78) and (79);

Step 11. Check the limits of parameters of the
SSSC-based stabilizer;

Step 12. If constraints limits are satisfied, then go
to the next step, otherwise go to Step 9 again and
repeat Steps 9-12;

Step 13. Linearise power system installed with
SSSC-based stabilizer for each updated search agent,
calculate the aigenvalues and determine the critical
modes, and then evaluate the fitness function value
of each updated search agent;

Step 14. Set the position of search agent correspond-
ing to the first, second, and third values of fitness
function as X, Xg, and Xy, respectively;

Step 15. Increase iteration number by 1, that is, iter
= iter + 1;

Step 16. If the maximum number of iteration is
reached, stop the iterative process and store X,
as the best solution to the optimization problem,;
otherwise, repeat Steps 9-16.
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[ Read all necessary data of the studied power system and ]

SSSC-based stabilizer

v

Initialise the number of search agents (N) and maximum number

of iterations (iter-max)

v

[Initialise matrix X randomly using Eq. (84)]

v

[ Check the constraints limits mentioned in Eq. (76) ]

Are the constraints
limits satisfied?

[ Initialise a, A and C using Egs. (79) and (80) ]

v

Linearize dynamic model of the power system installed with a SSSC
stabilizer for each search agent and determine the critical modes

v

[ Evaluate the fitness function value of each search agent]

v

[ Calculate the minimum or best value of fitness function]

v

[Set X = best search agent position, X3 = second search]

agent position and Xs = third search agent position

Update the position of each search agent
using Eqgs. (81)-(83)

v

[Update a, A and C using Egs. (79) and (80)]

v

[Check the constraints limits mentioned in Eq. (76)]

Are the constraints limits
satisfied?

Linearize dynamic model of the power system installed
with SSSC stabilizer for each updated search agent and
determine the critical mode

v

[Updatc Xao, Xp and X(s]

Tter = iter+ 1

Is maximum number of
iteration reached?

No

optimization problem

[ Store X, as the best solution of the ]

Figure 13. Flowchart of the GWO algorithm.

Flowchart of the algorithm is shown in its simplest
form in Figure 13.

6. Simulation results

6.1. Analysis of eigenvalues

The studied system has been linearized about the
values of operation conditions. The needed data
for simulations of the system are presented in the
Appendix. Data of mechanical system are given in
Table A.1. The eigenvalues of the open-loop system
without a SSSC and with a SSSC for different com-
pensation degrees are shown in Table 1. This table
shows that when the frequency of the torsional mode
is close to the that of the sub-synchronous mode, the
torsional mode will be unstable and SSR phenomenon
occurs. With the increase of compensation degrees,
resonance frequency (fs) increases and the frequency

of the sub-synchronous mode decreases. Since the
torsional modes depend on the intrinsic properties of
generator’s masses, the frequency of the torsional mode
is nearly constant. With the presence of a SSSC
(without a stabilizer) in capacitive mode in steady-
state conditions, the total capacitive reactance of the
transmission line is increased. Therefore, the resonance
frequency is increased, and consequently, the sub-
synchronous frequency is decreased. In the case with a
SSSC, the SSR phenomenon occurs, too.

To prevent SSR phenomenon, a lead-lag stabilizer
is included into the SSSC in different control chan-
nels. The parameters of the stabilizer for different
compensation degrees in the phase-based stabilizer and
the magnitude-based stabilizer are shown in Tables 2
and 3, respectively. In these tables, the eigenvalues of
the critical torsional mode and its damping coefficient
are shown. The values show that the system is stable
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Table 1. Eigenvalues of the open-loop system with and without a SSSC.

Compensation Compensation Compensation
degree = 41.1% degree = 54.7% degree = 68.5%
SSscC SSscC SSscC
Mode Without i Without i Without i
without without without
SSSC . SSscC . SSsScC .
stabilizer stabilizer stabilizer
5 -0.54+298.28:  -0.54298.28: -0.54+298.282 -0.54+298.28z -0.494298.28; -0.54298.28:
4 -0.104202.83:  -0.12+£202.742 -0.114202.90¢  -0.12+£202.852 -0.114202.947 -0.124202.89:
3 0.95+160.677 0.27+161.962z -0.43+£160.50¢ -0.52+£160.43: -0.444160.58: -0.524160.54¢
2 -0.144127.09: -0.15£127.092 0.59+127.137 0.06+£127.587 -0.14+126.997 -0.15+126.97:
1 -0.21499.38:  -0.25499.38: -0.184+99.88¢ -0.234+99.78¢ 4.50+98.977 4.414+100.59:
0 -0.5049.262 -0.4349.02¢ -0.59410.282 -0.51+9.58: -0.73£11.627 -0.63£10.69:2
Sub- -3.90+160.87 -2.78+163.437 -2.50+127.297 -1.391+130.237 -5.38+98.947 -5.184+-100.687
synchronous
Super- | 814503.08i -3.06580.10i  -4.86£626.30i -3.004622.05  -4.9+£655.78i -3.11-652.23i
synchronous
Table 2. Parameters of the proposed phase-based stabilizer.
Compensation degree To T1 T2 Critical mode %¢ | fo (790p)]
41.1% 8.0010  2.0542 0.0004  -0.50 £ 161.042 0.3127718 0.1426
54.7% 8.0012 1.9214 0.0003  -0.14 £127.17¢  0.1149188 0.1680
68.5% 8.0029 1.3865 0.0001  -0.11 £ 100.70¢  0.1176916 0.1556
Table 3. Parameters of the proposed magnitude-based stabilizer.
Compensation degree o 1 T2 Critical mode %¢ [ frm (§@p)]
41.1% 8.003 0.0002 0.0132  -0.52£161.08: 0.3586333 0.1431
54.7% 8.001 0.0001 0.0128  -0.15£127.17:  0.1195701 0.1366
68.5% 8.0016 0.0001 0.0103 -0.24 £100.73z  0.2444158 0.1053
and the damping of the critical torsional mode is 395 ‘ 1 '
acceptable. 390+ SSSC with phase-based stabilizer B
In the last columns of Tables 2 and 3, the values < 385 Without SSSC ~
of the stabilizer in the frequency of the critical mode \;/ 380
are shown. Comparing the values, for the SSSC stabi- $ 375
lizer in two control channels in different compensation ; 370 SSBC with rungoifuebassd stabilizer
degrees, shows that the stabilizer in the magnitude 3
. . .. s ~ 365 -
control channel is a little more effective in damp critical
mode than the phase control channel. The SSSC 3505 5 10 15 20 25
stabilizer in the magnitude control channel with lower Time (s)

gain (a little) has better effect on the damping of
critical torsional mode than the phase control channel.
The eigenvalues of important modes in the closed-loop
system are shown in Table 4. This table shows that the
critical torsional mode is stable and damping of other
oscillation modes is acceptable.

6.2. Non-linear stmulations

To certify the eigenvalues analysis, a fault is applied
to the non-linear system. The fault is considered as
a 10% step decrease in the input mechanical torque

Figure 14. Variations of rotor speed for compensation
degree = 54.7%.

of LPA low-pressure turbine. The fault is started at
t = 0.5 s and removed at t = 1 s (without any switching
in the system). Variations of rotor speed, typically, for
compensation degrees equal to 54.7% and 41.1% are
shown in Figures 14 and 15, respectively. These figures
show that the SSR phenomenon is created without a
SSSC stabilizer, and amplitude of the oscillations is
growing with the time and the system will be unstable,
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Table 4. Figenvalues of the closed-loop system.

Compensation Compensation Compensation
degree = 41.1% degree = 54.7% degree = 68.5%
Mode p-based m-based w-based m-based p-based m-based
SSSC SSSC SSSC SSSC SSSC SSSC
stabilizer stabilizer stabilizer stabilizer stabilizer stabilizer
5 -0.51+298.28: -0.51+298.28: -0.54298.28: -0.54298.28: -0.54298.28: -0.54298.28:
4 -0.11£202.68: -0.14202.68: -0.11£202.837 -0.114202.82: -0.14+£202.857 -0.134202.861
3 -0.5+161.04z -0.52+161.082 -0.43+160.162 -0.41+160.162 -0.6£160.457 -0.54+£160.487
2 -0.144127.067 -0.144+127.0617 -0.14+127.172 -0.154+127.17¢ -0.1+126.644 -0.14+126.741
1 -0.18499.061 -0.21499.07: -0.16499.19: -0.2499.2117 -0.114+100.707 -0.244-100.737
0 -0.7147.237 -0.4746.757 -0.76£8.1317 -0.5347.421 -0.4548.371 -0.4848.141
Sub- -1.86+181.567 -1.844+181.552 -1.524151.912 -1.563+151.91z -1.09+119.957 -1.044-120.22
synchronous
Super- 3 044572540 -3.054574.7i -3.07+602.58; -3.07£602.58; -3.1£633.35i  -3.1£633.33i
synchronous
10 T T T 6 T T
SSSC with phase-based stabilizer
4r Without SSSC
R 5- SSSC with phase-based stabilizer b 2l
& / Without SSSC E -
& \ B or
~ 5
i i . -2r SSSC with magnitude-based stabilizer
SSSC with magnitude-based stabilizer
4l
-5 L . L L
0 5 10 15 20 25 -6 | |
Time (s) 0 5 10 15

Figure 15. Variations of /; current for compensation
degree = 54.7%.

440 T T

420+

S 400 SSSC with phase-based stabilizer Without SSSC

Rotor speed (rad/s)

v 380G —
3601
SSSC with magnitude-based stabilizer
340+
320 1 1
0 5 10 15

Time (s)

Figure 16. Variations of rotor speed for compensation
degree = 41.1%.

lastly. However, with the presence of a SSSC stabilizer
in both control channels, the SSR phenomenon does
not occur. This result is verified for variations of I,
current in Figures 16 and 17.

Variations of the DC link voltage of SSSC in
the phase control channel and the magnitude control
channel are shown in Figures 18 and 19, respectively.
These figures show that voltage of the DC link of the
SSSC is returned to its steady-state value after a short
time.

Time (s)

Figure 17. Variations of I, current for compensation
degree = 41.1%

0.95 I I ! I I I ! ! I
0 2 4 6 8 10 12 14 16 18 20

Time (s)

Figure 18. Variations of the DC link voltage with a
phase-based stabilizer for compensation degree = 54.7%.

7. Conclusion

In this article, SSR phenomenon in a single ma-
chine power system with the presence of a SSSC was
investigated. The studied system was modeled in
d — q from. To design a SSSC-based stabilizer, a
new multi-objective function was proposed. In this
function, shifting of critical modes to suitable area
and also the gain of stabilizer were considered. By
this method, in addition to improving the stability of
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2 4 6 8 10 12 14 16 18 20
Time (s)
Figure 19. Variations of the DC link voltage with a
magnitude-based stabilizer for compensation degree =

54.7%.

SSR oscillations, the control cost of the stabilizer was
reduced. To have a stabilizer with minimum phase
structure, appropriate constraints were determined and
considered in the function. To design the parameters
of the stabilizer, GWO algorithm was used. The effects
of the SSSC stabilizer in different control channels on
SSR oscillations were studied. The eigenvalues analysis
and nonlinear simulation results showed that the SSSC
stabilizer in both control channels could effectively im-
prove the damping of SSR oscillations. The results were
confirmed at different levels of series compensation. By
comparing the results, it can be concluded that the
SSSC stabilizer in magnitude control channel is a little
more effective in damping SSR oscillations than that
in the phase control channel.
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Appendix

Power system data:
Generator data (in per unit on 892.4 MVA and 26 KV

base):
R,=1e—7, Ry;=0.0013, R;;=0.0297,
R, =0.0124, Ry, =0.0182,
Xoa =166, X,q=1.58,
Xq.=179, X,=1.71,
Xyra = 17335, X104 =1.7177,
Xi1g =1.6319,  Xoo, = 1.9029.
Governor and turbine data:
K, =25 T, =0.1 sec,
Ten =040 sec, T,, =7.0sec, T.,=0.60 sec,
Fp=0.22, Fp=0.22
Fr=0.26, Fpy =0.30,

Cropen = 4.0 p.u./sec,

Cloclose = 4.0 p.u./sec.

Excitation system data:

Kp=2,
T4 = 0.04 sec,

VR max = 4.75 p-u,

Kp=10, Kp=0.03,

Trp =0.01 sec, Tr = 1.0 sec,

VRmin =—4.75 p.u.
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Table A.1. Mechanical system data.

Mass Shaft Inertia, M Damping, D Spring constant, K
(seconds)  (p.u./p.u.speed) (p.u/rad)
EXC 0.0684 0.017
GEN-EXC 2.822
GEN 1.736 0.099
LPB-GEN 70.858
LPB 1.768 0.100
LPA-LPB 52.038
LPA 1.716 0.100
IP-LPA 34.929
1P 0.311 0.025
HP-IP 19.303
HP 0.1856 0.008
SSSC data: and stability, FACTS devices, and distribution power
systems.
I, =10, K; =200,
Akbar Asadi Gheyasvand was born in Tehran,
Tssse = 0.1 sec, Xpef = 0.3 pou, Iran in 1987. In 2015, he received his MS degree
in Electrical Engineering from Lorestan University, in
Vieret = 1 pou. Khorramabad, Iran. His research interests are power
system dynamics and stability and FACTS devices.
Biographies

Mahmoud Reza Shakarami was born in Khorram-
abad, Iran in 1972. In 2010, he received his PhD
degree in Electrical Engineering from Iran University
of Science and Technology in Tehran, Iran. He is cur-
rently an Assistant Professor in Electrical Engineering
Department of Lorestan University, in Khorramabad,
Iran. His research interests are power system dynamics

Ahad Kazemi was born in Tehran, Iran in 1952.
He received his MS degree in Electrical Engineering
from Oklahoma State University, USA in 1979. He
is currently an Associate Professor in Electrical Engi-
neering Department of Iran University of Science and
Technology, in Tehran, Iran. His research interests are
reactive power control, power system dynamics and
stability, and FACTS devices.





