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Abstract. Bubble coalescence is an important stage of foaming process. A goal of foaming
is to produce numerous, uniform-size bubbles. Therefore, suppression of bubble coalescence
is desirable during foaming process. For stationary bubbles, if their distance is less than
a critical gap, they will coalesce. Actually, in this case, attractive forces attract the outer
surfaces to touch each other and form a growing gas bridge, which �nally merges the
bubbles. For bigger distance, the attractive forces cannot make a bridge and coalescence
will not happen. In this study, the dynamics of bubble coalescence are modeled using a
di�use-interface LBM. Then, critical gap of bubble coalescence is de�ned as the maximum
distance between the stationary bubbles where the coalescence will happen. Sensibility of
critical gap is obtained with respect to critical properties of material, bubble size, viscosity
of gas and liquid, density ratio, surface tension, temperature, and interface thickness. The
results show that interface thickness is the only factor that controls the critical gap. In
other words, in the case of stationary bubbles, by a precise estimation of interface thickness,
the coalescence can be predicted. Critical gap is a useful parameter in foaming where the
maximum number of bubbles is desirable.
© 2018 Sharif University of Technology. All rights reserved.

1. Introduction

Foaming is a complex process in multiphase systems
that has important applications in the food and
chemical industries, �re�ghting, mineral processing,
and structural material science and has considerably
attracted interest of the researchers [1-8]. Foaming
consists of 3 stages, namely, nucleation, bubble growth,
and coarsening. During the coarsening stage, formed
bubbles coalesce and combine with larger bubbles. The
bubble and droplet coalescence has been addressed
by many researchers via experimental or numerical
studies [9-34].
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Bubble coalescence is mainly explained by two
theories. The �rst one is �lm drainage theory, which
considers the time required for the drainage of the thin
liquid between two bubbles. Actually, the interfacial
forces, such as van der Waals attractive force, cause
the drainage of liquid �lm. The details of this theory
have been discussed by Chaudhari and Hofmann [30].
The second theory is stochastic theory, which was
proposed in 2002 by Ghosh and Juvekar for coalescence
of drops and bubbles [25]. Paulsen et al. used an
electrical method and high-speed imaging to describe
the droplets coalescence. They showed that the outer

uid had a small e�ect on the coalescence dynamics
[9-12].

Baroudi et al. investigated the growth dynamics
of the connecting liquid bridge during the coalescence
of two droplets in a binary system using LBM [13].
Sprittles simulated coalescence numerically and com-
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pared the results with experimental data [14]. Czer-
ski investigated sound during bubble coalescence [15].
Case et al. employed an electrical method to study
the coalescence of two low-viscosity droplets at early
times [16,17]. Aryafar et al. used an ultrafast x-ray
phase-contrast imaging to investigate the early merging
dynamics of two water drops in air [18]. Giribabu
and Ghosh developed an experimental technique for
studying coalescence where two bubbles were allowed
to rest together in a conical cell, which was immersed
in an aqueous surfactant solution [19]. They focused
on the interfacial dynamics after two bubbles touched.

Gilet et al. experimentally investigated the par-
tial coalescence of a droplet on a planar liquid/liquid
interface for various viscosity ratios [20]. Dirk et
al. studied droplet coalescence in a molecular system
for di�erent viscosities and an ultralow surface ten-
sion [21]. Thoroddsen et al. used an ultra-high-speed
video camera to study the coalescence for di�erent
drop sizes and liquid viscosities [22]. Duchemin et
al. studied the coalescence of two droplets where they
assumed approach velocity of zero and neglected the
dynamical e�ects of the outer 
uid. They found
that the minimum radius of the connecting bridge
was proportional to square root of time [23]. Wu et
al. used a high-speed imaging system to investigate
the coalescence of two liquid drops driven by surface
tension [24]. Their experimental results con�rmed the
scaling law that was proposed by Duchemin. Eggers
et al. simulated coalescence with an external viscous

uid both analytically and numerically [26]. Stover et
al. used both FEM and experimental methods to study
small bubble coalescence [28].

The bubble coalescence is governed by interaction
forces between the bubbles. When two bubbles are
at rest beside each other, there are some attractive
and repulsive forces between their interfaces. When
attractive forces overcome the repulsive forces and in-
ertia of the droplets, the bubbles will certainly coalesce.
The main attractive force is van der Waals, which is
responsible for coalescence.

The van der Waals force between the bubbles is
inversely proportional to the distance between their
interfaces. Therefore, the closer the bubbles, the higher
the van der Waals force would be, which makes coa-
lescence easier. When they are farther, the van der
Waals force is not strong enough to attract them and
cause coalescence. Eventually, there should be a critical
distance between the bubbles.

The desirable foaming process occurs when there
are numerous, equal-size bubbles. This means that
avoiding or postponement of coalescence is a favor.
However, even in a static system without bubble mo-
tion and collision, when the distance between interfaces
is less than a minimum value (critical gap), van der
Waals attractive forces may push the neighbor bubbles

toward each other to coalesce. If the bubbles stand far
away adequately and their distance is greater than the
mentioned critical gap, they will not coalesce and this
is desirable in foaming process. The objective of this
paper is simulation of coalescence stage of foaming and
investigating the critical gap between the bubbles.

Conventionally, the interface of gas and liquid is
assumed in�nitely thin where the physical properties
are discontinuous. Obviously, coalescence is governed
by the interface dynamics of a gas-liquid system and
cannot be handled by such a sharp-interface model.
Therefore, a di�use-interface model is used that sim-
pli�es the treatment of the interface. Here, the

uid properties change smoothly across the interface
layer. A di�use-interface model also considers the
morphological variations of interfaces much more easily
than a sharp-interface description does.

Lattice Boltzmann method is considerably e�-
cient for simulating interface dynamics [35-45]. Re-
garding the thermodynamic treatment of the free en-
ergy, i.e. the use of a van der Waals 
uid model, the
behavior of bubble interfaces in the free-energy LBM
can be related to van der Waals forces [42,43]. This is
an important advantage over similar methods in which
a speci�ed length or the grid resolution governs the
occurrence of coalescence.

In this paper, a van der Waals-based free en-
ergy LBM is used for modeling a gas-liquid system.
Using the developed model, coalescence process of 2
stationary equal-size bubbles in a static bulk liquid
is modeled; consequently, critical gap of coalescence
and its dependency on the important parameters of the
system are studied.

2. Simulation method

Lattice Boltzmann equation with a single relaxation
time parameter can be expressed as the following [46]:

fi(~r+~ci�t; t+�t)=
�

1� 1
�f

�
fi(~r; t)+

1
�f
f0
i (~r; t); (1)

where ~r is the lattice position vector, ~ci is particle
velocity, t is time, �f is the single relaxation time
parameter, fi(~r; t) denotes the particle distribution
associated with the discrete velocity ~ci, and f0

i indi-
cates the local equilibrium distribution function. The
discrete velocity ~ci is chosen, such that ~ci�t is a lattice
vector. In this paper, a two-dimensional square lattice
with 9 velocity vectors (D2Q9 Lattice) is used.

Using a suitable equilibrium distribution function,
Eq. (1) can describe continuity and Navier-Stokes
equations for a non-ideal, one-component 
uid [41].
Hydrodynamic parameters of the 
ow are related to
distribution function as follows:
� =

X
i

fi; (2)
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�uj =
X
i

ficij ; (3)

where � is 
uid density and uj is 
ow velocity vector.
The key point in simulating non-ideal, two-phase 
ow
by LBM is �nding a suitable equilibrium distribution
function that describes the thermodynamic behavior
of this 
ow. Equilibrium distribution function can be
considered as a second order expansion of velocity:

f0
i =A+Bujcij+CU2+Dujukcijcik+Gjkcijcik: (4)

Regarding the conservation of Eqs. (2) and (3), the
zeroth and �rst moments of equilibrium distribution
function are as the following:X

i

f0
i = �;

X
i

f0
i cij = �uj : (5)

The next moment is chosen such that the continuum
macroscopic equations correctly describe the hydro-
dynamics of a one-component, non-ideal 
uid. This
gives [40]:X

i

f0
i cijcik =Pjk + �ujuk

+ �
�
uj

@�
@xk

+uk
@�
@xj

+�jkum
@�
@xm

�
:
(6)

Pjk is the pressure tensor and � is kinematic viscosity.
The �rst formulation of the model omits the third term
in Eq. (6) and is not Galilean invariant. Holdych et
al. showed that the addition of this term led any non-
Galilean invariant terms to be of the same order as
�nite lattice corrections to the Navier-Stokes equations
[47]. In order to fully constrain the coe�cients, a fourth
condition is needed, which is [44]:X

i

f0
i cijcikcim =

�c2

3
(uj�km + uk�jm + um�jk): (7)

The pressure tensor can be de�ned as [48]:

Pij = p(~x)�ij + �
�
@�
@xi

��
@�
@xj

�
; (8)

where � is capillary coe�cient and p(~x) is:

p(~x) = p0 � ��r2�� �
2
j@��j2: (9)

Also, p0 is obtained using equation of state as:

p0 = � 0 �  ; (10)

where  is the bulk free energy density as the following
[41]:

 = pc(�+ 1)2(�2 � 2�+ 3� 2��): (11)

Here, � is compressibility constant; � = �
�c � 1

is the non-dimensional density; � = 1 � T
Tc is the

non-dimensional temperature; and Tc, pc, and �c are
the critical temperature, critical pressure, and critical
density, respectively.

Landau de�ned the total free energy of a two-
phase system as a composite of bulk and interfacial
parts as follows [49]:

	 =
Z �

 (T; �) +
�
2
j@��j2

�
dV: (12)

This function can describe the equilibrium properties of
a one-component, two-phase 
uid. Obviously, pressure
is the connector between free energy function and LBM
algorithm.

Subscribing Eq. (4) in Relations (5), (6), and (7),
the unknown coe�cients of equilibrium distribution
function can be found and equilibrium distribution
function of a two-phase system can be thoroughly
determined [38].

The analysis of Holdych et al. showed that Eq. (1)
approximated the continuity as follows:

@�
@t

+r:�~u: (13)

Also, Navier-Stokes equations can be recovered in low
Mach numbers as follows [41]:

@�ui
@t

+
@�uiuj
@xj

= �@Pij
@xj

+ v
@
@xj�

�
�
@ui
@xj

+
@uj
@xi

+ �ij
@uk
@xk

��
� 3v
c2

@
@xj

�
ui
@Pjk
@xk

+uj
@Pik
@xk

+
@
@xk

(�uiujuk)
�
:
(14)

Therefore, the solution to Lattice Boltzmann equation
will lead to continuity and Navier-Stocks solution in
low Mach numbers.

In original free energy method, the same relax-
ation time parameter is used for both liquid and vapor
[42,43]. In this situation, the model cannot cover
di�erent kinematic viscosity ratios. Therefore, a local
relaxation time parameter is introduced to overcome
this problem. In this method, 2 di�erent relaxation
time parameters are de�ned for liquid and vapor, and
local relaxation time parameter is found by a linear
interpolation between them as follows [37]:

�f =
�g � �l
�g � �l � (�� �l) + �l: (15)

Subscribes g and l refer to vapor and liquid, respec-
tively, and � is local density of the 
ow. By local
de�nition of relaxation parameter, kinematic viscosity
can be di�erently de�ned for liquid (�l) and vapor
(�g).
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3. Results and discussion

3.1. Interface thickness
Interface thickness is a consequence of the di�use-
interface model and its accurate estimation has impor-
tant role in valid modeling. Interface thickness of such
a gas-liquid system can be theoretically given by [41]:

h =

s
��2

c
4pc��

: (16)

In a gas-liquid system, the main physical variable,
which distinguishes the phases, is density that grad-
ually varies across the interface. To check the validity
of the simulation, a planar interface is implemented
in a 150 � 100 grid size for critical properties of
pc = 0:125, and pc = 3:5. Using the equilibrium
density pro�le obtained by the developed di�use-
interface model, interface thickness can be numerically
estimated. Di�erent cases of �g, �l, �, and �� are
chosen and interface thickness is found theoretically
and numerically as shown in Table 1. Also, the e�ects
of bubble radius on the interface thickness are shown
in Table 2.

Based on the results of Tables 1 and 2, the
developed model can capture the interface thickness
precisely and its error is almost negligible.

Table 1. Numerical and theoretical interface thicknesses
for planar geometry (pc = 0:125, and �c = 3:5).

� �� vl vg hth hLBM
Error
(%)

0.015

0.03

0.167 0.167

3.5 3.3691 3.7
0.1 1.917 1.9356 1.0
0.3 1.1068 1.0914 1.4

0.4

0.9585 0.9557 0.3
0.020 1.1068 1.0906 1.5
0.025 1.2374 1.1996 3.1

0.015

0.267 0.267 0.9585 0.9536 0.5
0.383 0.383 0.9585 0.9655 0.7

0.5
0.5 0.9585 0.9558 0.3

0.333 0.9585 0.9505 0.8
0.167 0.9585 0.9535 0.5

3.2. Surface excess energy
Surface excess energy is the concentrated energy at the
interface that is interpreted as the surface tension. The
expression for the surface excess energy of a van der
Waals 
uid at equilibrium is found to be [50]:

� =
1Z

0

�
�
d�
d�

�2

d�: (17)

Therefore, by the density pro�le obtained from the
di�use-interface model, the excess free energy of the
interface can be found numerically.

On the other side, surface excess energy can be
theoretically derived by the following formula [41]:

�th =
4
3
�c
q

2(��)3� pc: (18)

A central bubble is considered in a 150� 100 grid size
with critical properties of pc = 0:125, and pc = 3:5.
To check the accuracy of the results, theoretical and
numerical values of surface excess energy are tabulated
for di�erent cases of bubble radius and thermophysical
properties in Table 3.

Based on the results, the error of numerical sur-
face excess energy, in comparison with the theoretical
one, is less than 2%, which is almost negligible.

3.3. Grid dependency
Grid size is de�ned as a function of the bubble radius
(6R� 4R). The sizes of the grids used in this analysis
are 150� 100 (R = 25), 300� 200 (R = 50), 450� 300
(R = 75), and 600� 400 (R = 100). The e�ects of grid
resolution on the surface tension and interface thickness
are shown in Table 4.

Based on the results, using the 150 � 100 grid
size would provide reasonable accuracy and avoid high
computational costs.

Table 3. Numerical and theoretical surface excess energy
(pc = 0:125, and �c = 3:5).

R � �� �th �LBM
Error
(%)

25 0.01 0.03 0.00121 0.00120 1.17
30 0.015 0.1 0.00904 0.00906 0.21
35 0.02 0.2 0.02951 0.02977 0.85
40 0.025 0.3 0.06062 0.06141 1.29

Table 2. Numerical and theoretical interface thicknesses for di�erent radiuses (pc = 0:125, and �c = 3:5).

R � �� vl vg hth hLBM
Error
(%)

Planar

0.015 0.4 0.167 0.167 0.9585

0.9557 0.3
40 0.9558 0.3
30 0.9655 0.7
25 0.9368 2.3
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Table 4. E�ects of grid size on the accuracy of model (pc = 0:125, �c = 3:5, �� = 0:4, and � = 0:035).

R Nx Ny �th �LBM
Error of �

(%)
hth hLBM

Error of h
(%)

25 150 100

0.11043

0.11184 1.28

1.4642

1.4294 2.4
50 300 200 0.11199 1.41 1.4147 3.4
75 450 300 0.11201 1.42 1.4163 3.3
100 600 400 0.11199 1.41 1.4235 2.8

3.4. Order of convergence
Order of convergence of the scheme with respect to
surface tension can be obtained as follows:

lim
n!1

�����n+1 � �
���������n � ����� = 
: (19)

This means that for large iterations, the surface tension
converges to `�' with order of convergence of 
. The
value of 
 is called the asymptotic error constant.

For di�erent grids in Table 4, the order of conver-
gence is found after 3000 iterations as shown in Table 5.

Obviously, for all of them, the sequence converges
linearly with the order of 1.

3.5. Critical gap of bubble coalescence
In this Section, 2 initially stationary equal-size bubbles
with radius of (R) are suspended in static liquid, while
the distance between their outer boundaries is (W ).
The schematic con�guration of the problem is shown
in Figure 1.

In the case of small distances between the bubble
boundaries, van der Waals attractive forces are in the
order that they can move the bubble surfaces toward
each other, make a bridge, and cause coalescence as
Figure 2 shows. But, if their distance is greater than
a critical value{it is named critical gap (Wcr) in this
paper{van der Waals attractive forces are not as big
as they can make bubble coalescence. In the following,
the e�ects of di�erent parameters on the critical gap of
bubble coalescence are investigated.

Figure 1. Schematic con�guration of initial conditions of
the problem.

Table 5. Order of convergence of the model (pc = 0:125,
�c = 3:5, �� = 0:4, and � = 0:035).

R Nx Ny
Order of

convergence
Asymptotic

error constant

25 150 100 1 1

50 300 200 1 1

75 450 300 1 1

100 600 400 1 1

3.5.1. E�ects of bubble radius
One parameter that may a�ect the coalescence process
is bubble size. In order to �nd the sensibility of
critical gap against bubble diameter, the critical gap
of coalescence is obtained for di�erent radii in the case
of pc = 0:125, �c = 3:5, �� = 0:4, and � = 0:035. The
critical gap of coalescence is found almost the same
for all test cases of di�erent radii, with a standard
deviation of 1.53%. Therefore, occurrence or non-
occurrence of coalescence is independent from bubble
radius, and bubble size does not have any in
uences on
the critical gap of coalescence.

3.5.2. E�ects of relaxation time parameter
Relaxation time parameter is a key factor in LBM
simulation that also governs kinematic viscosity. By
local de�nition of time relaxation parameter, kinematic
viscosity can be de�ned di�erently for liquid and vapor.
The critical gap of coalescence is found almost the
same for di�erent time relaxation parameters (kine-
matic viscosity) of gas in the case of constant time
relaxation parameter (kinematic viscosity) of liquid
with a standard deviation of 0.01%.

In the next step, time relaxation parameter
(kinematic viscosity) of gas is �xed and critical gap
of coalescence is found for di�erent values of time
relaxation parameter (kinematic viscosity) of liquid. In
this case, the standard deviation is 1.3%. Based on
the results, critical gap of coalescence is independent
of time relaxation parameter. Therefore, kinematic
viscosity will not a�ect the critical gap of coalescence.
The independency of results from time relaxation
parameter also con�rms the accuracy and reliability of
LBM model.
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Figure 2. A typical coalescence process of initially stationary bubbles.

3.5.3. E�ects of capillary coe�cient and ��
�� and � are two governing parameters in this simu-
lation; they control the interface thickness and surface
tension as in Eqs. (16) and (18). Also, the density ratio
is governed by �� as follows:

�l
�g

=
1 +
p
��

1�p�� : (20)

In the �rst step, variations of critical gap with �� in
the case of constant � are obtained (Case 1). Then,
�� is �xed and � is changed step by step (Case 2). In
these two cases, critical gap of coalescence varies with
surface tension and interface thickness. Figure 3 shows
the e�ects of surface tension in Cases 1 and 2. Based
on the results, surface tension has an opposite in
uence
on the critical gap of coalescence in the cases of �� and
� variations. Similarly, the e�ects of interface thickness
on the critical gap are plotted in Figure 4.

Critical gap of coalescence increases almost lin-
early with interface thickness in both cases of �� and
� variations. Here, one can conclude that interface
thickness governs the parameter of critical gap of
coalescence. To get a better understanding of the
problem, interface thickness is �xed by variations of
�� and � as in Table 6.

In the case of constant interface thickness, crit-
ical gap of coalescence is found for di�erent surface

Figure 3. Variations of critical gap of bubble coalescence
against surface tension in Case 1 (� = 0:035), and Case 2
(�� = 0:4).

Figure 4. Variations of critical gap of bubble coalescence
against interface thickness in Case 1 (� = 0:035), and Case
2 (�� = 0:4).
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Table 6. Di�erent choices of � and �� with constant
interface thickness (pc = 0:125, and �c = 3:5).

� �� �l=�g � h
Averaged

critical
gap ( �Wcr)

0.035 0.4 4.44 0.11043

1.4642 8.9
0.03 0.34 3.8 0.08113
0.025 0.29 3.33 0.05634
0.02 0.23 2.84 0.03606
0.015 0.17 2.4 0.02028

Table 7. Di�erent choices of pc and �c with constant
interface thickness (� = 0:035 and �� = 0:4).

Pc �c � h
Averaged

critical
gap ( �Wcr)

0.13 3.57 0.11485

1.4642 8.9

0.125 3.5 0.11043
0.12 3.43 0.10602
0.11 3.28 0.09718
0.1 3.13 0.08835
0.08 2.8 0.07068
0.05 2.21 0.04417

tensions and standard deviation is calculated at 1.4%.
Therefore, critical gap of coalescence is independent
of surface tension while it is in
uenced by interface
thickness.

3.5.4. E�ects of critical properties
It is shown that in the case of constant critical pressure
and density, interface thickness is the only governing
factor of critical gap of coalescence. But, interface
thickness also varies with critical properties. Several
cases of critical density and pressure are chosen as in
Table 7 where the interface thickness is constant.

In this case, the standard deviation is 1.16% and
constant interface thickness leads to constant critical
gap of coalescence.

3.5.5. E�ects of interface thickness
It is concluded that for di�erent values of body size,
surface tension, density ratio, and kinematic and
dynamic viscosity as well as for di�erent materials,
the critical gap of coalescence is only a function of
interface thickness. Therefore, regardless of the other
parameters, critical gap of coalescence can be estimated
by calculating interface thickness. Critical gap of
coalescence has been found for many cases of interface
thickness and the results are plotted in Figure 5. Based
on the results, critical gap of coalescence has a linear
relation with interface thickness.

Figure 5. Variations of critical gap of bubble coalescence
against interface thickness.

4. Summary and conclusions

A gas-liquid system was modeled by a di�use-interface
free energy LBM. To check the accuracy of the model,
interface thickness and surface tension of a single
bubble were found where the error was negligible
(3Tables 1-3). After a grid resolution analysis, the
coalescence stage of foaming process was simulated
for 2 initially stationary bubbles and critical gap of
coalescence was obtained for them. In the absence
of any initial motion of bubbles or bulk liquid, when
the bubbles were not in contact, but were very close,
they coalesced. Actually, when the gap between their
outer boundaries was less than a critical gap, their
surfaces were attracted to each other to shape a bridge,
which grew and caused coalescence as in Figure 2. The
critical gap of coalescence was a useful parameter that
helped us to determine the least distance between the
bubbles to avoid coalescence. Sensibility of this critical
gap was evaluated with respect to many parameters
such as critical properties of the material, density ratio,
kinematic viscosity of liquid and vapor, bubble radius,
surface tension, temperature, and interface thickness.
The results showed that critical gap of coalescence
was only a function of interface thickness as shown in
Figure 5. In fact, for di�erent materials with various
radii and thermophysical properties, if the interface
thickness was calculated precisely, the critical gap of
coalescence could be estimated.
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