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Abstract. Suction caissons are extensively used as anchors for o�shore foundation
structures. The uplift capacity of suction caisson is an important factor with respect
to e�ective design. In this paper, two recently developed AI techniques, i.e. Functional
Network (FN) and Multivariate Adaptive Regression Spline (MARS), have been used to
predict the uplift capacity of suction caisson in clay. The performances of the developed
models are compared with those of other AI techniques: arti�cial neural network, support
vector machine, relevance vector machine, genetic programming, extreme learning machine,
and Group Method of Data Handling with Harmony Search (GMDH-HS). The model's
inputs include the aspect ratio of the caisson, undrained shear strength of soil at the depth of
the caisson tip, relative depth of the lug to which the caisson force is applied, load inclination
angle, and load rate parameter. The results of the above AI techniques are comparatively
analysed via di�erent statistical performance criteria: correlation coe�cient (R), root mean
square error, Nash-Sutcli�e coe�cient of e�ciency, and log-normal distribution of ratio of
the predicted load capacity to observed load capacity, with a ranking system to determine
the best predictive model. The FN and MARS models are found to be comparably e�cient
which can outperform other AI techniques.
© 2018 Sharif University of Technology. All rights reserved.

1. Introduction

Suction caissons, �rst introduced by Senpere and Au-
vergne [1] as mooring anchors, are steel tubes open
at the bottom and closed at the top (Figure 1).
They serve as anchors by penetrating the sea
oor
bottom sediments. They provide greater resistance
to lateral loads than driven piles due to the larger
diameters generally used. Suction caissons are one
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of the most e�ective anchors for deep-water o�shore
facilities as they demand less construction time and
provide e�ciency for static and dynamic loads. The
caisson foundation is designed for static and cyclic
loads due to wind and loop currents. Due to horizontal
and inclined loads, uplift force is transmitted to caisson
anchors. Albert et al. contended that the total uplift
capacity of caisson depends upon passive suction under
caisson-sealed cap, self-weight of caisson, frictional
resistance along the soil-caisson interface, submerged
weight of soil plug inside the caisson and uplift soil
bearing pressure [2]. Hence, suction caisson becomes
more e�ective, particularly in clayey soil. Consequently,
the uplift capacity of suction caisson is an important
parameter for design consideration.

Various methods are in use to determine the
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Figure 1. De�nition sketch of a suction caisson.

uplift capacity of suction caisson for static and cyclic
loads under di�erent soil conditions. Upper bound
analysis [3], �nite-element method [4-9], laboratory
model study [10-17], centrifuge model [3,18,19], and
prototype model tests [20-23] have been utilized to
calculate the axial and lateral load capacities of suction
caisson. Theoretically, Finite-Element Method (FEM)
is considered the ideal method as it is based on material
properties determined using appropriate sophisticated
laboratory testing and validated with the result of
centrifuge test. However, spatially, there is a wide
variation in soil properties. Hence, it is very di�cult
to develop a su�ciently accurate site model for FEM,
which requires extensive site characterization e�ort
and appropriate constitutive modelling of clayey soil.
Hence, expensive, various types of �eld tests have been
performed by Cho et al. to determine the feasibility of
suction caisson in di�erent types of soil [23].

These days, AI techniques are being used as
alternate numerical simulation models in many com-
plex civil engineering [24] and geotechnical engineering
problems [25]. Rahman et al. [26] used Arti�cial
Neural Network (ANN) model to predict the uplift
capacity of suction caisson in clay. Based on statis-
tical performance criteria and correlation coe�cient
(R), the ANN model was found to be more e�cient
than the FEM model. However, Pai [27] observed
that the FEM model is better, compared to genetic
algorithm-based neural network model using the same
database. Although it is now possible to write down a
model equation based on the trained ANN parameters
(weights and biases), it is considered still as a `black
box' [25,28,29]. The ANN is also associated with poor
generalization for some complex problems, and magni-
tude of weight is one of its reasons [30]. Furthermore,
Support Vector Machine (SVM) and Relevance Vector
Machine (RVM), i.e. another group of AI techniques,
are based on statistical learning theory [30,31]; they

are found to be better than the ANN model for
some geotechnical engineering problems [32]. In the
recent past, Genetic Programming (GP), which is a
biologically inspired AI method, has been used as an
AI technique to model di�cult geotechnical engineering
problems [33-38]. Alavi et al. [39] found that a hybrid
computational model (coupling of GP and simulated
annealing) provided a better prediction performance
than GP did, by predicting the uplift capacity of
suction caisson using the above database (Rahman et
al. [26]). Gandomi et al. [40] proposed a promising
variant of GP, namely Multi-Expression Programming
(MEP), and proved its higher capability in prediction
performance compared to ANN and FEM models.
Multivariate Adaptive Regression Spline (MARS), de-
veloped by Friedman [41], is a 
exible regression model
that �ts relationships which are nearly additive and
involve lesser variables. Samui et al. [42] observed
that the MARS model for uplift capacity of suction
caisson has better statistical performances compared
to the ANN and FEM models. Cheng et al. [43]
observed that fuzzy radial basis functional neural net-
work interference model (IFRIM) has better prediction
performances in comparison to FEM, Evolutionary
Radial Basis Function Neural Network (ERBFNN),
and Radial Basis Function Neural Network (RBFNN)
for the above-mentioned problem. However, IFRIM
requires long duration of computation time in order
to determine the optimal parameter values in the
optimization process [43]. Muduli et al. used a variant
of ANN, known as Extreme Learning Machine (ELM),
and found that ELM prediction model is more e�-
cient than ANN, SVM, RVM, and GP models [44].
However, the model equation as per ELM is not very
comprehensive to be used by professional engineers.
Recently, Shahr-Babak et al. used Group Method of
Data Handling (GMDH) with Harmony Search (HS)
for the present problem and was found it to outperform
the above AI techniques [45].

Most recently, FN has been introduced by Castillo
et al. to overcome the drawbacks of neural networks [46-
48]. Castillo et al. used FNs to solve structural en-
gineering problems such as predicting shear, moment,
slope, and de
ection of a beam [49]. Rajasekaran ap-
plied the functional network to structural engineering
using associative functional network, and then analysed
�ve example problems including the slope, moment,
de
ection of beam problem by Castillo et al. [49]
using orthogonal equations [50]. Attoh-Okine applied
functional network to the modelling of incremental
pavement roughness [51]. In petroleum engineering,
also, FN was found to be e�cient for the determination
of permeability in a carbonate reservoir [52]. Adeniran
et al. also used associative functional network in soft
sensor for formation porosity and water saturation in
oil wells [53]. However, in geotechnical engineering, the



S. Bhattacharya et al./Scientia Iranica, Transactions A: Civil Engineering 25 (2018) 517{531 519

application of functional network is hardly available in
literature. Hence, motivated by successful applications
of FN in modelling non-linear system behaviors in
di�erent �elds as discussed above, an attempt has been
made here to use the same FN for the prediction of
uplift capacity of suction caisson.

In the present study, an FN-based prediction
model for uplift capacity (Q) of suction caisson in clay
is developed using the database from literature [26].
Di�erent statistical criteria, such as correlation coef-
�cient (R), Nash-Sutcli�e coe�cient of e�ciency (E),
Root Mean Square Error (RMSE), Average Absolute
Error (AAE), and Maximum Absolute Error (MAE),
are used to compare the FN model with the presently
developed MARS model and with GP, FEM, ANN,
SVM, RVM, and ELM models as available in litera-
ture [37,44]. A ranking system (according to Abu-
Farsakh and Titi [54]) based on the following four
criteria has been also used to compare di�erent models:

(i) The best �t calculations (R and E) for predicted
uplift capacity of suction caisson (Qp) and mea-
sured capacity (Qm);

(ii) Arithmetic calculations (mean � and standard
deviation �) of the ratio, Qp=Qm;

(iii) 50% and 90% cumulative probabilities (P50 and
P90) of the ratio, Qp=Qm;

(iv) Probability of predicting the uplift capacity
within 20% accuracy level in percentage using
histogram and lognormal probability distribution
of Qp=Qm [54].

2. Multivariate adaptive regression spline

The MARS was introduced by Friedman as a statistical
model for solving regression-type problems to predict
the output value of a dependent variable from a
given set of independent variables [41]. MARS is a
nonlinear nonparametric method based on `divide and
conquer' strategy, which partitions the input dataset
into separate piecewise linear segments (splines) with
its separate regression equations [55]. The partition
point between the two regions is termed as `knot'.
MARS has become a very popular data mining tool
as it assumes no underlying functional relationship
between the input variables and output variable, and
the model is constructed based on a set of coe�cients
and piecewise linear and nonlinear functions known as
`Basis Functions' (BF), approximating the relationship
between input and output variables.

The general MARS model equation is given by:

f(X) = �0 +
MX
m=1

�m�m(X); (1)

where each �m is a basis function. �0 (the intercept

Figure 2. Example of �tting basis functions and knots.

parameter) and �m (weights) are determined from the
regression data using the least square method. In this
study, X = [Ld ; Su; Tk; �;

D
L ] and f(X) = Q. The

summation is done over M terms in the model. Basis
functions are piecewise linear or nonlinear functions
that collectively approximate the true functions, rep-
resenting the relationships between the dependent and
independent variables. Piecewise linear functions can
be written as max(0; x�t) point t which is the position
of a knot. max(:) is de�ned in symbols as follows:

max(0; x� t) =

(
x� t; if x � t
0; otherwise

(2)

Figure 2 illustrates an example of �tting a predictive
model to an arbitrary dataset using basis functions and
knots. The �tted MARS regression model for the data
in Figure 1 can be expressed as follows:

y =� 3:7980� 4:0825� BF1 + 1:2860� BF2

+ 2:9950� BF3; (3)

where BF1 = max(0; x � 20), BF2 = max(0; 20 � x),
BF3 = max(0; x�7), and max is de�ned as in max(a; b)
which is equal to a if a > b, else b. The knots are
located at x = 7 and 20. They mark the three intervals
over which three di�erent basis functions are de�ned.

MARS involves two steps of procedures: forward
selection procedure and backward deletion procedure.
These two steps are performed iteratively until a
suitable model is obtained with minimum error. The
detailed steps of the two procedures are as follows:

- Step 1. Forward selection procedure:
� At �rst, the model is built involving only the

constant basis function (the intercept parameter);
� A search is performed for all possible knots;
� Between the possible knots, the regression data

are approximated by basis functions with a min-
imum prediction error or maximized goodness of
�t;
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� The last step is recursively applied until a
model of predetermined maximum complexity
is achieved (this step results in a purposefully
over�tted model).

- Step 2. Backward deletion procedure: To eliminate
the over�tting, a pruning operation is performed to
eliminate all those basis functions that contribute
the least to the overall goodness of �t. This process
is continued recursively until the best possible sub-
model is found. The sub-models are compared using
the method of Generalized Cross Validation (GCV).
The GCV is a measure of goodness of �t that takes
into account both residual error and complexity of
the model and is calculated as follows:

GCV =

1
N

NP
i=1

[yi � f(xi)]2h
1� M+d�(M�1)=2

N

i2 ; (4)

where M is the number of BFs, d is the penalizing
parameter, N is the number of data sets, and f(xi)
denotes the predicted values of the MARS model.
The suitable range of d is 2 < d < 3 according
to Hastie et al. [56]. An open source MARS code
from Jekabsons is used to carry out the MARS
analysis [57].

3. Functional network

Castillo et al. introduced Functional Network (FN) as
a powerful alternative tool to deal with the limitations
of standard ANN [46-48]. FN is termed as a novel
generalization of ANN due to its ability to take into
account both data as well as properties of functions
being modelled (domain knowledge) to estimate the
unknown neuron functions. Functional networks are

based on functional equations and parametric mod-
elling methods. According to Castillo et al., they
require domain knowledge for deriving the functional
equations and making assumptions about the form
the unknown functions should take [46]. Though FN
is similar to ANN, few di�erences in features make
it more powerful and 
exible compared to ANN [46-
48]. Figure 3 shows a typical neural network and its
corresponding functional network. The main features
that di�erentiate functional network from ANN are
explained as follows:

� ANNs are black boxes and do not take into account
the functional structure and domain knowledge. On
the other hand, topology of FN derives information
from both data and domain knowledge;

� In ANN, at each neuron, the activation functions
are assumed to be �xed and known, and only the
weights are learned. However, in FN, the neural
functions are learned and weights are not required
as they are already incorporated into the neural
function;

� As shown in Figure 3(a), function f of ANN is
�xed; however, in Figure 3(b), functions f1, f2, f3 of
FN are di�erent. Hence, in neural network, neural
functions are of a single argument and univariate.
However, in FN, as arbitrary neural functions are
assumed, it has such 
exibility to be multivariate
and multiargumentative;

� As it can be seen from Figure 3(a), the ANN neuron
outputs are di�erent, while they can be concurrent
or coincidental for functional network.

The knowledge of functional equations is used to
work e�ciently with functional networks, [47]. A func-
tional equation is an equation in which the unknowns

Figure 3. (a) A typical neural network, and (b) its corresponding functional network.
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are functions, excluding the di�erential and integral
equations. The most typical example of functional
equation is the Cauchy's functional equation which is
as follows:

f(x+ y) = f(x) + f(y): (5)

A functional network consists of the following compo-
nents:

� One layer of input storing units containing the input
data (X1, X2, and X3 in Figure 3(b));

� One layer of output storing units containing the
output data (X6 in Figure 3(b));

� One or several layers of processing units which
evaluate a set of input values, coming from the
previous layer and delivering a set of output values
to the next layer (cells containing functions f1, f2,
and f3 in Figure 3(b));

� None, one, or several layers of intermediate storing
units containing units which store intermediate in-
formation produced by neuron units (X4 and X5 in
Figure 3(b));

� A set of directed links which connects units in the
input or intermediate layers to neuron units, and
neuron units to intermediate or output units with
arrows indicating direction of 
ow.

Castillo et al. presented various functional network
models to solve di�erent types of problems [47]:

(a) Uniqueness model;
(b) Generalized associativity model;
(c) Separable model;
(d) Generalized bisymmetry model;
(e) Serial functional model;
(f) Independent multiple output model;
(g) Dependent multiple output network;
(h) One-layer functional network;

out of which the general associative model is the most
popular. The general working procedure of functional
network model can be presented as follows:

� Selection of the initial topology: This selection is
based on the type of problem;

� Simpli�cation of the functional network: Simpli-
�cation is done by solving corresponding systems
of functional equations, reducing the network into
equivalent functional network (network giving same
output for any given input). This is also known as
structural learning;

� Uniqueness of representation: This is done by
assigning a unique property to a network to make
it di�erent from other equivalent networks;

� Parametric learning: Neural functions are estimated
by considering linear combinations of appropriate
functions based on the given data set;

� Model validation: The performances of the obtained
approximating functions are measured by checking
error criteria. The most commonly used error
criterion is Euclidean norm error function and is
given by:

E =
nX
i=1

[Oi � F (Ii)]2; (6)

for the dataset D = (Ii; Oi), i = 1; 2; � � � ; n. A cross-
validation is also performed with alternative set of
data to detect over�tting.

The computational process of model �tting of
a simple associative FN is illustrated using a simple
functional network in Figure 4 with two inputs and
one output. Herein, the inputs considered are x1 and
x2, and the output is x3. The network is learned using
function f(x) approximated as follows:

fs(xs) =
msX
i=1

asi�si; (7)

where �si is known as a shape function, which can be
polynomial, exponential, trigonometric, logarithmic, or
any other appropriate functions, ms is the degree of the
function (in this example, it is considered as 1), and
s = 1, 2 for two inputs.

According to the rule of associativity:

f̂(x3j) = f1(x1j) + f2(x2j); j = 1; 2; � � � ; n: (8)

The error for the jth data is as follows:

ej = f̂(x3j)�f3(x3j)=f1(x1j)+f2(x2j)�f3(x3j): (9)

This can be written in matrix form as follows:

ej = h1; x1j ; 1; x2j ;�1;�x3ji

8>>>>>><>>>>>>:
a11
a12
a21
a22
a31
a32

9>>>>>>=>>>>>>;
; (10)

or:
ej = hbji fag: (11)

To estimate coe�cient matrix fag, the sum of squared

Figure 4. An example of a simple associative functional
network.
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error, which is given in matrix form below, has to be
minimized:

E =
nX
j=1

e2
j =

nX
j=1

eTj ej = hai
0@ nX
j=1

fbjg hbji
1A fag

= hai[A]fag; (12)

subjected to:

fk(xk0) =
mkX
i=1

aki�ki(xk0); (13)

which can be expressed in the matrix form as follows:

hai [�0]� h�i = 0: (14)

Using the Lagrange multiplier technique, an auxiliary
function is de�ned as follows:

Q� = hai[A]fag+ hai[�0]f�g � h�if�g: (15)

The minimum of Q� can be obtained from:

@Q�
@fag = 2[A]fag+ [�0]f�g = 0;

@Q�
@�

= [�0]T fag = f�g; (16)

which can be expressed as follows:�
2[A] [�0]
[�0]T [0]

��fag
f�g

�
=
�f0g
f�g

�
; (17)

or:

[G]fug = fvg: (18)

Through solving Eq. (18), coe�cient matrix fug is
obtained.

In this example, an arbitrary function, as shown
in Eq. (19), involving two variables, is considered:

y = log(x1 + exp(x2)): (19)

Then, a dataset is prepared as per Eq. (19); using
the dataset and above-mentioned procedure, coe�cient
matrix fug was found which, after being substituted
into Eq. (7), turns into the following form:

f1(x1) = 0:3820� 0:1320x1;

f2(x2) = 0:5918� 0:2018x2;

f3(x3) = 1:0034� 0:6034x3: (20)

Substituting Eq. (20) into Eq. (8), the predicted output
was obtained as follows:

x3 = 0:0491 + 0:2187x1 + 0:3344x2: (21)

Using a 30-point dataset, the correlation coe�cient for
the �tted model was found to be 0.99.

In the present study, FN is implemented using
Matlab [58].

4. Experimental database and data
preprocessing

In the present study, the database available in the
literature considered by Rahman et al. [26] develops FN
and MARS models. The database assumed by Rahman
et al. [26] contains information about �ve inputs: the
aspect ratio of the caisson (L=d), the undrained shear
strength of the clay soil in which the caisson is installed
(Su), the relative depth of the lug at which the caisson
force is applied (D=L), the angle that the chain force
makes with the horizontal (�), and the loading rate
de�ned with respect to soil permeability (Tk) as shown
in Figure 1. The output is the uplift capacity of
the caisson (Q). The statistical descriptions of the
training and testing dataset are shown in Table 1. The
database consists of 62 experimental test results from
12 independent studies. Out of the 62 data, 51 data are
selected for training, and the remaining 11 are used for
testing the GP, ANN, SVM, RVM, and FEM models as
per Muduli et al. [37] and ELM model as per Muduli et
al. [44]. For FN prediction model, Kenstone algorithm,
based on Kennard and Stone [59], has been used to
select training and testing data. A number of potential

Table 1. Statistical description of database used for development of di�erent models.

Model
variables

Type Maximum
value

Minimum
value

Mean Standard
deviation

L=d Input 4 0.23 1.60 0.77
Su (kPa) Input 38 1.8 11.75 10

Tk Input 0.04 1.00E-05 0.0021 0.0086
� Input 90 0 72.52 32.54

D=L Input 0.69 0 0.058 0.17
Q (kPa) Output 387.2 10.1 90.064 80.67
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models have been generated using Kenstone algorithm
among which the best model was found with 48 data as
training data and the remaining 14 as testing data. The
training and testing input and output data along with
the functional network's predicted values are shown in
Tables 2 and 3, respectively. The same training and
testing data have been used for MARS model as well.
In the case of MARS model, the normalization or scal-
ing of datasets is not required; in the case of FN model,
all the variables (input and output) are normalized in
the range [0; 1] prior to being used in the model.

5. Model development for uplift capacity of
suction caisson

With the use of trial and error method, it was found
that piecewise-linear model gives better regression
performance for MARS compared to piecewise-cubic
model. Hence, the model is developed using piecewise-
linear basis function. It was found that 18 is the
optimum number of basis functions for which the best
regression was obtained. The optimal MARS model is
given by:

Q = �85:63 +
MX
m=1

�m�m(X): (22)

The values of basis functions and corresponding coe�-
cients are given in Table 4.

The functional network is developed with the �ve
input variables, and computational process involves
learning the functions fi, i = 1; 2; � � � ; 5, as shown in
Figure 5 from the data as follows:

Figure 5. Associative functional network for the present
problem.

k�1(Q) =f1

�
L
d

�
+ f2(Su) + f3

�
D
L

�
+ f4(�)

+ f5(Tk): (23)

The error is de�ned as follows:

ej =f̂1

�
L
d

�
+ f̂2(Su) + f̂3

�
D
L

�
+ f̂4(�)

+ f̂5(Tk)� k�1(Q): (24)

The functions involved in the above error function are
estimated as follows:

f̂1

�
L
d

�
=

m1X
j=1

a1j�1j

�
L
d

�
; (25)

f̂2(Su) =
m2X
j=1

a2j�2j(Su); (26)

f̂3

�
D
L

�
=

m3X
j=1

a3j�3j

�
D
L

�
; (27)

f̂4(�) =
m4X
j=1

a4j�4j(�); (28)

f̂5(Tk) =
m5X
j=1

a5j�5j(Tk); (29)

k�1(Q) =
m6X
j=1

a6j�6j(Q): (30)

The present problem is transformed into a series of
equivalent associative functional networks as shown in
Figure 6. First, a simple two-input functional network
is analysed, and the output of which is further used as
an input for the next two-input functional network, etc.
The coe�cients of the unknown functions are estimated
using minimization algorithm.

The parameters of this functional network are:

(a) The shape functions, which are in the forms of
polynomial, exponential, sine, cosine, tangent,
logarithmic, etc.;

Figure 6. Associative functional network transformed into a series of equivalent functional networks.
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Table 2. Summary of training data for uplift capacity of suction pile using functional network.

L=d Su
(kPa)

Tk � D=L Qmeasured

(kPa)
Qpredicted

(FN) (kPa)
1.84 11.00 0.00001 90.00 0.00 88.20 96.50
2.31 23.90 0.00001 15.00 0.69 387.20 387.25
1.32 38.00 0.00001 0.00 0.00 134.90 134.91
0.75 2.50 0.04000 90.00 0.00 10.10 7.11
1.40 5.50 0.00001 10.00 0.56 71.80 71.81
4.00 5.20 0.00001 75.00 0.47 48.10 48.11
1.40 9.00 0.00001 0.00 0.00 37.00 37.00
4.00 5.20 0.00001 90.00 0.00 48.80 48.80
2.00 25.00 0.00001 90.00 0.00 244.10 244.82
0.23 24.00 0.00001 0.00 0.00 72.00 72.00
0.43 4.20 0.00001 80.00 0.00 48.70 48.70
0.70 13.70 0.00001 90.00 0.00 135.00 135.00
1.50 1.80 0.00010 90.00 0.00 12.90 12.92
0.23 31.00 0.00001 0.00 0.05 128.30 128.31
1.84 15.80 0.00001 90.00 0.00 160.50 161.51
1.50 6.00 0.04000 90.00 0.00 23.00 22.92
0.75 2.50 0.00400 90.00 0.00 13.20 10.86
2.00 5.80 0.00010 90.00 0.00 46.40 41.15
0.68 24.00 0.00001 0.00 0.00 21.30 21.30
1.40 9.00 0.00001 0.00 0.50 70.50 70.51
1.00 5.80 0.00010 90.00 0.00 35.60 33.66
1.50 6.00 0.00400 90.00 0.00 26.60 26.67
2.00 20.50 0.00001 90.00 0.00 209.40 207.56
1.32 14.30 0.00001 90.00 0.00 144.60 160.45
0.40 6.80 0.00001 90.00 0.00 75.00 75.00
1.32 38.00 0.00001 0.00 0.10 149.00 149.01
2.00 1.80 0.00010 90.00 0.00 15.60 18.19
1.00 1.80 0.00010 90.00 0.00 11.10 10.69
0.75 6.00 0.00400 90.00 0.00 26.00 28.27
1.50 5.80 0.00010 90.00 0.00 38.10 35.89
0.75 6.00 0.04000 90.00 0.00 21.50 24.52
2.00 8.30 0.00001 90.00 0.00 71.70 78.64
2.31 21.60 0.00001 11.00 0.68 370.40 370.42
1.32 14.30 0.00001 90.00 0.00 176.30 160.45
0.75 2.50 0.00040 90.00 0.00 15.70 14.64
2.00 3.60 0.00010 90.00 0.00 33.60 36.26
0.75 6.00 0.00040 90.00 0.00 31.00 32.05
1.50 3.60 0.00010 90.00 0.00 28.80 30.99
1.00 3.60 0.00010 90.00 0.00 26.40 28.76
2.00 22.50 0.00001 90.00 0.00 214.90 211.33
2.00 6.00 0.00001 90.00 0.00 66.30 66.31
2.00 9.00 0.00001 90.00 0.00 90.10 83.20
1.84 11.00 0.00001 90.00 0.00 105.80 96.50
2.00 7.00 0.00001 90.00 0.00 80.20 70.21
2.00 10.50 0.00001 90.00 0.00 90.40 90.14
2.00 24.00 0.00001 90.00 0.00 245.30 243.09
2.00 22.50 0.00001 90.00 0.00 204.90 211.33
2.00 7.80 0.00001 90.00 0.00 64.50 75.20
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Table 3. Summary of testing data for uplift capacity of suction pile using functional network.

L=d Su
(kPa)

Tk � D=L Qmeasured

(kPa)
Qpredicted

(FN) (kPa)
1.00 2.40 0.00010 90.00 0.00 15.20 15.38
1.32 38.00 0.00001 0.00 0.10 145.50 149.01
1.32 14.30 0.00001 90.00 0.00 149.90 160.45
1.50 6.00 0.00040 90.00 0.00 32.20 30.46
1.50 2.40 0.00010 90.00 0.00 18.70 17.61
1.84 11.00 0.00001 90.00 0.00 86.40 96.50
1.84 11.00 0.00001 90.00 0.00 92.60 96.50
2.00 7.50 0.00001 90.00 0.00 70.50 73.20
2.00 8.50 0.00001 90.00 0.00 75.30 80.00
2.00 6.00 0.00001 90.00 0.00 62.70 66.31
4.00 5.20 0.00001 75.00 0.47 54.90 48.11
1.32 38.00 0.00001 0.00 0.00 133.10 134.91
1.84 15.80 0.00001 90.00 0.00 154.30 161.51
2.00 2.40 0.00010 90.00 0.00 21.90 22.88

Table 4. Basis Functions and their corresponding
coe�cients.

Basis
function

Equation Coe�cient

BF1 max(0; Su � 22:5) 6.8063
BF2 BF1�max(0; L=d� 2) {190.82
BF3 BF1�max(0; 2� L=d) 19.078
BF4 max(0; D=L+ 0) {11529
BF5 max(0; � � 80) 23.45
BF6 max(0; 80� �) 1.039
BF7 BF6�max(0; L=d� 1:4) 132.08
BF8 BF6�max(0; 1:4� L=d) 1.0506
BF9 BF5�max(0; Su � 14:3) 1.3743
BF10 BF5�max(0; 14:3� Su) {2.5355
BF11 BF4�max(0; � � 11) {55.235
BF12 BF4�max(0; 11� �) 255.14
BF13 BF5�max(0; Tk � 0:0001) {33.11
BF14 BF5�max(0; 0:0001� Tk) 31198
BF15 max(0; Su � 11) {6.5147
BF16 max(0; 11� Su) 19.754
BF17 BF4�max(0; Su � 21:6) 540.48
BF18 BF4�max(0; 21:6� Su) 697.61

(b) Degree of the shape function;

(c) The unknown neural function coe�cients, which
are determined from the learning data.

As the degree of the shape function increases, the
accuracy as well as complexity of the prediction model
also increase.

In the present study, a number of potential FN
models are developed among which the exponential

function with a degree of 10 provides the best regression
model, and the equation is presented as follows:

y = �791:227 +
nX
i=1

mX
j=1

aijex
j
i ; (31)

where n is the number of variables (inputs), which is 5
and m is the degree of variable (degree of the function),
which is 10 for the present problem. The trial and error
method was employed to select the best shape function
and degree that presents the highest regression model.

6. Performance analysis and model validation

The �tness of each model is determined in terms of �ve
parameters, namely correlation coe�cient (R), Nash-
Sutcli�e coe�cient of e�ciency (E) [25], Average Ab-
solute Error (AAE), Maximum Absolute Error (MAE),
and RMSE as de�ned in Eq. (32):

E =
E1 � E2

E1
; (32)

where:

E1 =
NX
t=1

�
Qm �Qm�2 ;

and:

E2 =
NX
t=1

(Qp �Qm)2; (33)

AAE =
1
n

nX
i=1

jQm �Qpj ; (34)
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MAE = max jQm �Qpj ; (35)

RMSE =

vuut nP
i=1

(Qm �Qp)2

n
; (36)

where n is the number data points, and Qm and Qp are
the measured and predicted values of uplift capacity,
respectively. The above statistical measures for testing
data for all the methods, namely FN, GP, ANN, FEM,
MARS, SVM, and RVM, are presented in Table 5. It
indicates the robustness of the FN and MARS models,
as they outperform all the other models in terms of
most of the statistical parameters under consideration.

Das and Sivakugan [60] found that only R value
is not su�cient to show good prediction. Thus,
the model's external validation was performed on the
testing dataset as per recommendations of Golbraikh
and Tropsha [61] and Roy and Roy [62]. Table 6
shows the validation criteria and the corresponding
values obtained. It is seen from Table 6 that both of
the models satisfy the validation criteria; hence, the
validity and prediction capability of the models are
veri�ed.

7. Results and discussions

R and E values for the developed FN model for training
dataset are found to be 0.998 and 0.997, respectively,
and for the testing dataset, the corresponding values
are 0.997 and 0.988, respectively. Thus, the developed
FN model shows good generalization in terms of close
values of R and E for both training and testing
datasets.

Similarly, for MARS model, R and E values
for training dataset are found to be 0.997 and 0.994,
respectively, and for testing dataset, the corresponding
values are 0.994 and 0.989, respectively. Thus, the
developed MARS model also shows good generalization
in terms of close values of R and E for both training
and testing datasets.

Since the e�ciency comparison of a model is an
important task to perform with respect to the testing
data rather than training data, Das and Basudhar [25],
in this study, performed the comparison of the methods
with respect to the testing data only. Figure 7 shows
the performances of the predicted and observed values
of uplift capacity of suction caisson for FN and other
models (FEM, ANN, SVM, RVM, GP, and ELM)

Table 5. Comparison of statistical performances of di�erent models.

Models Statistical performances
R E AAE MAE RMSE

FN 0.997 0.988 4.142 10.614 5.292
MARS 0.994 0.989 4.300 11.996 5.145
GP [44] 0.997 0.988 8.065 27.055 11.155
FEM [26] 0.995 0.986 8.490 21.100 11.876
ANN [26] 0.991 0.975 12.204 32.820 16.031
SVM [44] 0.989 0.955 15.640 42.020 21.310
RVM [44] 0.992 0.964 14.960 35.980 19.040
ELM [44] 0.998 0.995 5.674 14.017 6.777
GMDH-HS [45] 0.998 0.996 | | 6.740

Table 6. Statistical parameters of the models for external validation on testing data set as per Golbraikh and Tropsha [61].

Sl. no. Parameters Criteria FN MARS

1 R =
P

(yi��y)(~yi��~y)qP
(yi��y)2

P(~yi��~y)2 0:8 < R 0.997 0.997

2 k =
P
yi~yiP
~y2
i

0:85 < k < 1:15 1.042 1.036

3 k0 =
P
yi~yiP
y2
i

0:85 < k0 < 1:15 0.959 0.963

4 m = R2�R2
0

R2 ; R2
0 = 1�

P(~yi�yr0i )2P(~yi��~y)2 ; yr0i = k~yi jmj < 0:1 0.0065 0.0037

5 n = R2�R020
R2 ; R020 = 1�

P(yi�~yr0i )2P
(yi��y)2 ; ~yr0i = k0yi jnj < 0:1 0.0067 0.0043

6 Rm = R2 � �1�pjR2 �R2
0j
�

0:5 < Rm 0.914 0.933
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Figure 7. Comparisons of the predicted and measured
uplift capacities of suction caisson by di�erent models for
testing data.

available in literature for the testing data. It is
observed that there is less scatter in data for FN and
MARS models as compared to other models.

Abu-Farsakh and Titi [54] as well as Das and
Basudhar [29] emphasized that other statistical criteria
should be used while describing prediction of ultimate
load capacity of driven pile based on Cone Penetration
Test (CPT) data and lateral load capacity of piles,
respectively. The mean and standard deviation of
Qp=Qm are important indicators of the accuracy and
precision of the prediction method. Under ideal con-
ditions, an accurate and precise method should give
the mean value as 1.0 and the standard deviation
as 0.0. In reality, any method which gives a mean
value close to 1.0 and standard deviation close to 0.0
is capable of good estimation. Value of � greater
than 1.0 indicates overprediction and less than 1.0
indicates underprediction. The cumulative probability
of Qp=Qm, according to Abu-Farsakh and Titi [54]
as well as Das and Basudhar [29], should be also
considered for the evaluation of di�erent models.

Ratio Qp=Qm is arranged in ascending order, and

Figure 8. Cumulative probability plots of Qp=Qm for
di�erent models for testing data.

the cumulative probability is calculated through the
following equation:

P =
i

n+ 1
; (37)

where i is the order number which is assigned to
Qp=Qm value, and n is the number of data points.

The \best" model corresponds to the model with
50% cumulative probability (P50) value close to unity.
If the computed value of P50 is less than unity,
underprediction is implied; values greater than unity
imply overprediction. For a model, 90% cumulative
probability (P90) re
ects a variation in the ratio of
Qp=Qm. The model with P90 for Qp=Qm close to 1.0
is a better model.

Figure 8 shows the cumulative probability plots
of Qp=Qm for di�erent methods. It can be seen from
Figure 8 and Table 7 that FN (P50 = 1:040), MARS
(P50 = 1:040), ELM (P50 = 1:001), GP (P50 = 0:950),
FEM (P50 = 1:050), and ANN (P50 = 0:960) models
are equally good as P50 values are very close to 1.

The corresponding SVM and RVM values are
found to be 0.890 and 0.920, respectively, showing

Table 7. Evaluation of performances of di�erent prediction models considered in this study.

Models

Best �t
calculations

Arithmetic
calculations
of Qp=Qm

Cumulative
probability

�20% accuracy Overall
rank

R E R1 Mean � R2 Qp=Qm
at P50

Qp=Qm
at P90

R3 Log
normal

Histogram R4 RI Final
rank

FN 0.997 0.988 3 1.021 0.062 1 1.040 1.100 1 100 100 1 6 1
MARS 0.994 0.989 4 1.015 0.099 2 1.040 1.135 2 97 93 2 10 2
FEM [26] 0.995 0.986 4 1.175 0.391 8 1.050 2.100 9 45 72 6 27 6
ANN [26] 0.991 0.975 5 1.065 0.454 9 0.960 2.100 8 48 46 9 31 8
SVM [37] 0.989 0.955 7 0.956 0.248 6 0.890 1.380 7 53 46 8 28 7
RVM [37] 0.992 0.964 6 0.893 0.335 7 0.920 1.600 6 38 72 7 26 5
GP [37] 0.997 0.988 3 1.026 0.191 3 0.950 1.380 5 72 82 4 16 4
ELM [44] 0.998 0.995 2 1.069 0.241 5 1.001 1.220 3 64 72 5 15 3
GMDH-HS [45] 0.997 0.996 1 1.085 0.165 4 1.028 1.331 4 91 87 3 12 3
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underprediction. However, based on P90 value, FN
(1.10), MARS (1.135) and ELM (1.220) models are
found to be better than SVM (1.380), GP (1.380),
RVM (1.600), ANN (2.100), and FEM (2.100) models.
While taking both P50 and P90 values into account, FN
model is found to be better than other models. The
lognormal distributions of Qp=Qm for di�erent models
of the testing data are shown in Figure 9. Based on the
plots, it can be seen that FN model is better than the
MARS, ELM, GP, FEM, ANN, SVM, and RVM models
within �20% accuracy level, as the shaded area under
the lognormal distribution plot of Qp=Qm for FN is
larger than that of the other models.

Rankings are assigned to di�erent models, with
ranking criteria R1 obtained from the best �t cal-
culations (R, E), R2 from arithmetic calculations of
Qp=Qm (�, �), R3 from cumulative probability of
Qp=Qm (P50, P90), and R4 from prediction of Qp
within 20% accuracy level. The overall performances
of the various models are evaluated using a Rank Index
(RI) provided by Abu-Farsakh and Titi [54], where
RI is the sum of ranks obtained from the above four
criteria (RI = R1+R2+R3+R4). A lower value of RI
indicates a better performance of a particular model,
which is presented in Table 7 in the present study.
Based on Table 7, it can be seen that the developed FN
model is the \best" model followed by MARS, GMDH-
HS, ELM, GP, FEM, RVM, SVM, and ANN. However,
as the AI techniques are problem-dependent, such a
study should be done for other complex geotechnical
engineering problems to identify the e�cacy of the FN
model.

An important shortcoming of FN is the limita-
tion to make a trade-o� between the accuracy and
complexity as the complexity of the model equation
increases upon an increase in accuracy rate. A trial
and error process has to be employed to select the
type of network and that of neural functions to be
used. The main disadvantage of MARS model is the
computational complexity and speed.

With regard to the computational e�ciency, it

Figure 9. Log normal distribution of Qp=Qm for di�erent
models for testing data.

was found that both FN and MARS models are equally
e�cient in terms of computation. The execution times
for both of the models are less than 1 sec. The models
were executed on Intel Core i5 @3.2GHz processor
with 4 GB RAM. The computational e�ciencies of the
other methods were not available in the literature for
comparison [37,44].

8. Conclusions

In this paper, two most recently used AI techniques, i.e.
functional network and MARS, have been used for the
prediction of uplift capacity of suction caisson problem.
Various AI methods have been used previously to
solve the present problem with some level of accuracy.
Based on the comparison, with the predicted results
of ELM, GP, SVM, RVM, and ANN and the most
recent GMDH-HS models available in literature, it
was observed that the presented methods, FN and
MARS, showed higher accuracy level. This paper also
shows the application of FN to potential geotechnical
engineering problems and opens doors for many similar
problems to be analysed using FN.

Based on the above results and discussions, the
following conclusions can be drawn.

For FN model, R and E values for training
dataset are found to be 0.998 and 0.997, respectively;
for testing dataset, the corresponding values are 0.997
and 0.988, respectively, showing good generalization.
Similarly, for MARS model, R and E values for
training dataset are found to be 0.997 and 0.994,
respectively, and for testing dataset, the corresponding
values are 0.994 and 0.989. The validities of the
models are tested using several external validation
criteria, which show that the models are strongly valid
and capable of accurate prediction. Based on the four
ranking criteria [best �t calculations (R, E), arithmetic
calculations of Qp=Qm (�, �), cumulative probability
of Qp=Qm (P50, P90), and prediction of Qp within 20%
accuracy level], the developed FN and MARS models
are found to be more e�cient compared to other AI
models, followed by ELM, GP, RVM, FEM, SVM, and
ANN. The study also shows that FN model is better
than MARS model in three out of the above four
ranking criteria. Hence, the FN model is more e�cient
than other AI models for the prediction of uplift capac-
ity of suction caisson in clay and needs to be applied to
more complex geotechnical problems to determine its
accuracy and e�ectiveness over other AI techniques.
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