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Abstract. For a set of colored points, a region is called color-spanning if it contains at
least one point of each color. In this paper, we first consider the problem of maintaining
the smallest color-spanning interval for a set of n points with k& colors on the real line, such
that the insertion and deletion of an arbitrary point takes O(log®n) the worst-case time.
Then, we exploit the data structure to show that there is O(nlog? n) time algorithm to
compute the smallest color-spanning square for a set of n points with & colors in the plane.
This is a new way to improve O(nklogn) time algorithm presented by Abellanas et al. [1]
when k& = w(logn). We also consider the problem of computing the smallest color-spanning
square in a special case in which we have, at most, two points from each color. We present
O(nlogn) time algorithm to solve the problem which improves the result presented by
Arkin et al. [2] by a factor of log n.

(© 2017 Sharif University of Technology. All rights reserved.

1. Introduction

Background. Suppose that there are k different
types of facilities such as banks, police offices, etc. and
we are given n facilities of these types. A basic problem
arising here is to find a region in which there is at
least one representative from each type of facilities.
This suggests the problem of computing the smallest
area/perimeter color-spanning objects. Another moti-
vation comes from discrete imprecise data [3,4]. In this
context, each imprecise point is defined with a set of
discrete possible locations. Then, for a given set of k
imprecise points, we have a set of n points colored with
k colors, where for each color, the points of that color
represent an imprecise point. The basic problem on a
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set of imprecise points is to locate each imprecise point
within its defining set in which a measure becomes
optimized [5]. This is equivalent to choosing exactly k
points with different colors in which a property, e.g. di-
ameter, closest pair, bounding box, etc. gets minimized
or maximized. Beside these two applications, this
problem has other applications in statistical clustering,
pattern recognition, and generalized range searching [6-
8].

Related works. There are several works on colored
points. Motivated from imprecise data, Ju et al. [4]
showed some results on hardness of the largest closest
pair and the minimum planar spanning tree. Fan et
al. [9] also proposed O(n?logn) time algorithm to
compute the expected area of convex hulls of the color-
spanning sets.

In the view of location problems, for a given set
of n colored points with k& colors in the plane, one
of the most studied problems is to find the smallest
color-spanning rectangle. For the axis-parallel case,
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Abellanas et al. [1] showed that there are ©((n — k)?)
minimal rectangles in the worst case and proposed an
algorithm of O((n — k)?log® k) running time to solve
the problem. The algorithm has been improved to
O(n(n — k)logk) time by Das et al. [10]. For arbi-
trarily oriented rectangles, Das et al. [10] proposed an
algorithm running in O(n?log k) time. For the problem
of computing the smallest axis-parallel rectangle that
spans specified number of points from each color, Barba
et al. [11] presented an algorithm running in O(n?k)
time. The results are near efficient with respect to
testing all minimal objects. A minimal color-spanning
object contains at least one point from each color, and
any sub-region of the same type does not contain all
colors.

For the problem of computing the smallest color-
spanning circle, Abellanas et al. [12] proposed an al-
gorithm with O(n%a(k)logk) time using Farthest Col-
ored Voronoi Diagram (FCVD). The other approach
mentioned by Abellanas et al. [1] is to obtain the
smallest color-spanning circle and the smallest color-
spanning axis-parallel square in O(knlogn) time using
the upper envelope of Voronoi surfaces [13]. In case
there are exactly two points of each color, Arkin et
al. [2] presented O(nlog® n) time algorithm to compute
the smallest color-spanning square.

Our results. In Section 2, we first consider the
problem of maintaining the smallest color-spanning
interval for a dynamic set of colored points with &
colors on the real line. We propose a data structure
which spends O(log® n) update time per insertion and
deletion using the structure designed by Overmars and
van Leeuwen [14]. Next, in Section 3, we exploit the
data structure to compute the smallest color-spanning
axis-parallel square. The algorithm sweeps the points
from top to bottom by two horizontal lines while the
points between the lines are vertically projected. Then,
we use the dynamic data structure to maintain the
SCSI of the projected points when insertion or deletion
occurs. The algorithm runs in O(nlog?n) time and
does not test every minimal candidates (in fact, we
show that there may be ©(kn) minimal color-spanning
axis-parallel squares in the worst case). Hence, this
result is an improvement to the result proposed by
Abellanas et al. [1] in case k& = w(logn)s. (We
have recently realized that the algorithm given by
Arkin et al. [2] can be generalized to get the same
result.) In Section 4, we study the computation
of the SCSS under the assumption that there are,
at most, two points from each color. We propose
O(nlogn) time algorithm by reducing the problem
to the 2-SAT problem. This improves the result [2]
by a factor of logn. Moreover, the reduction can
be simply generalized to any fixed dimension, d >
2.

2. Dynamic maintenance of minimal
color-spanning intervals

In this section, we concentrate on color-spanning in-
tervals for a set of colored points with %k colors on the
real line. For ease of the presentation, we assume that
points are in a general position, meaning that point
coordinates are different. We first show some properties
of color-spanning intervals for a static set of colored
points on the real line. Next, we consider the problem
of maintaining the smallest color-spanning interval for
dynamic points in which the points are permitted to
be inserted or deleted.

2.1. Mzinimal color-spanning intervals for
static points

A minimal color-spanning interval for a set of colored
points on the real line is an interval containing all
colors, and any sub-interval of it does not contain all
colors. As a simple observation, the endpoints of a
minimal color-spanning interval have different colors
and their colors are unique in the interval.

Suppose that we are given a set P of n colored
points with &k colors on the real line. It is easy to show
that the number of minimal color-spanning intervals is
linear, and they can be found with a simple algorithm
in linear time and space apart from sorting. The
algorithm sweeps the points from left to right with two
sweep lines which stop at the endpoints of an interval.
It uses an array for keeping the number of points from
each color and a variable for the number of different
colors between the two sweep lines. Since the sweep
lines never go back, the algorithm takes O(n) time and
space. We omit the details due to the simplicity and
conclude the following theorem.

Theorem 1. For a given set of n points with k colors
on the real line, the smallest color-spanning interval
can be computed in O(n) time and space apart from
sorting.

In the following, we show a new view of minimal
color-spanning intervals. Gupta et al. [6] used a
transformation to perform generalized range report-
ing/counting for a given set of colored points on the
real line. Indeed, they map the original given points
on the real line to points in the plane and perform
the standard 3-sided range reporting/counting in the
plane. We exploit the same transformation to give
a new view of minimal color-spanning intervals. Let
P = {p1,p2, - ,pn} be a given set of colored points
with %&£ colors on the real line. For each color ¢, we
first sort the points with color ¢ (c-colored points, for
short) in an increasing order. Then, for arbitrary
point p; with color ¢, let pred(p;) be the previous
point of p; in the list of the ordered c-colored points.
In addition, we set pred(p;) = —oo if p; is the
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Figure 1. The ordered lists of c-colored points for each
color c.
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Figure 2. The smallest color-spanning interval on the
staircase of maximal points.

leftmost point with color ¢. Moreover, we insert k
additional points, {pnt1,Pn+2,  * ,Pnt+k}, from each
color at oco-(see Figure 1). A point, p;, is mapped
to the point pf = (p;,pred(p;)) in the plane. Let
P = {pi, 03, - ,Ph,} be the transformed points —
Figure 2 shows the transformed points of Figure 1.
Furthermore, an interval I = [I,r] on the real line is
mapped to point I* = (r,1). This transformation has
several interesting properties.

Consider an arbitrary point, p = (pg,py), in
the plane. The vertical and horizontal lines passing
through p divide the plane into four quadrants. Let
o(p) be the right-bottom quadrant, precisely o(p) =
{q € R?|pz < qz,py > qy}. In the following, we give
some related definitions.

Definition 1. For a set of points, @ = {q1," " ,qn},
and point q in the plane, o(q) is Q-empty if there is no
point q; € Q in the interior of o(q).

Definition 2. For a set of points Q in the plane, point
q € R? is mazimal with respect to Q if o(q) is Q-empty,
and there is no other Q-empty o(p) for some point p €
R?, such that o(q) C o(p).

Definition 3. For a set of points Q in the plane, point
qi € Q is a skyline point if o(q;) is Q-empty.

In order to see how the maximal points in the
plane are related to the minimal color-spanning inter-
vals, we present the following lemma.

- -
- -~
- ~

Figure 3. A not color-spanning interval I = [, 7] where
o(I™) is not empty.

Lemma 1. For a given set P of colored points on
the real line, I = [l,r] is a minimal color-spanning
interval if and only if the point I* = (r,1) is mazimal
with respect to points P* on the plane.

Proof. First, suppose that I = [l,r] is a minimal
color-spanning interval. For the sake of contradiction,
assume that I* = (r,[) is not maximal. We distinguish
two cases:

1. o(I*) is not empty;
2. o(I*) is empty but it is not maximal.

In case (1), assume that point (p;, pred(p;)) is inside
a(I*) where both p;, and pred(p;) have color ¢ - (see
Figure 3). This gives us ! > pred(p;) and r < p;, which
means [/,r] is a proper subinterval of [pred(p;),pi].
Therefore, [I,7] does not contain any point of color ¢
which is a contradiction. Now, consider case (2).
In this case, there is a point ¢* = (r/,1I'), such
that o(I*) C o(¢*). This means that there is a
smaller color-spanning interval, ¢ = [I',r'], contained
in I = [l,r], which is a contradiction. Moreover,
additional points at infinity make any minimal color-
spanning interval covered by maximal points on the
plane. The converse implication can be proved in a
similar way.

To summarize, a minimal color-spanning interval
I is a maximal point on the plane with respect to
P*. In fact, vertical and horizontal rays extending
to +y and —x directions starting at skyline points
define the maximal points (see Figure 2 for more
illustration). Consider I'* as a maximal point between
two consecutive skyline points p; = (pc,,pc,_,) and
pj,j = (pC;7pc}_1) on the plane. The minimal color-
spanning interval defined by I* is I = [pcfj_l,pci].
Furthermore, the length of an interval is the vertical
distance of its transformed point to the line y = =.
The smallest color-spanning interval is the minimum
mazimal point on the plane (see Figure 2).
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2.2. Minimal color-spanning intervals for
dynamic points

In this section, we assume that the colored points on

the real line are dynamic, i.e. they can be inserted

or deleted. Our goal here is to maintain the minimal

color-spanning intervals, specifically the smallest color-

spanning interval.

In the previous section, we showed that the
minimal color-spanning intervals for a set of colored
points on the real line can be considered as the maximal
points on the plane. Therefore, maintaining the min-
imal color-spanning intervals reduces to maintaining
the skyline points on the plane. Overmars and van
Leeuwen [14] proposed a data structure for maintaining
the skyline. In the following, we briefly go over their
data structure.

Overmars and van Leeuwen [14] used a binary
search tree, T, which stores all points in its leaves
in the sorted order by their y-coordinates. Moreover,
an internal node, v, is augmented with a concatenable
tree, e.g. 2-3 trees, which stores the skyline of points
in the subtree rooted at v that is not contained in the
skyline of points in the subtree rooted at v’s parent.
The skyline of all points in Q is augmented in the root
of T. In addition, the cut point is where the skyline
split is stored in v. If point p is inserted, a procedure
Down(T,p) goes downwards the tree to locate p and
construct the skyline of points for subtrees of children
of each internal node u on the path. Suppose that
Down(T,p) is running, and the skyline of u’s subtree
has been computed in u’s parent in the previous step.
Then, from the cut point of w’s children, it is possible to
split «’s skyline at that point and to merge split parts
with the lists stored in augmented trees of w’s children.
After inserting point p to a leaf of tree T', the other
procedure Up(T, p) goes up the tree to the root of T and
reconstructs the augmented trees and the cut points for
children of each internal node placed on the path. If a
point is deleted, the procedures work similarly. These
procedures split or merge two concatenable queues in
O(logn) time in each internal node on the path from
root to inserted or deleted leaf, and they totally need
O(log® n) time. In addition, they showed that their
data structure and algorithms use linear space [14].

Now, we exploit the described structure to main-
tain the smallest color-spanning interval which is the
maximal point with the minimum distance to the line
y = « (the minimum maximal point) on the plane (see
Figure 2). Let T be the same augmented binary search
tree in Overmars and van Leeuwen’s data structure.
We modify the augmented 2-3 trees as follows. For each
internal node v in augmented trees, we set two pointers,
pr1 and pi,, to the consecutive leaves which denote
the minimum maximal point in the subtree rooted at
v. In fact, p¥ , and pf , indicate the endpoints of the
smallest color-spanning interval for the points in the

T!

/ °
S1 52 Sig] 5’2 S’i Osq

\/

Figure 4. Two sets of skyline points, one of which is
dominated by the other.

subtree rooted in v. In addition, let p; and p} be
pointers, respectively, to the leftmost and the rightmost
leaves in the subtree rooted in v.

Now, consider two cases of 2-3 trees of skyline
points T and T with heights h and A’ (h < R') in
which all points in 7" are dominated by any point in
T V(s €T,s" €T'): 8, < sy,54 < 8 (see Figure 4).
We have the following lemma.

Lemma 2. Merging skylines T and T" with the above
condition and maintaining the minimum mazximal point
takes O(h' — h) time.

Proof. Assume that without loss of generality, h <
h'. Let v be the parent of the node with height ' —
h on the leftmost path in T (see Figure 5(a)). We
insert 7' into the left child of v. The node v can be
either 2-node or 3-node. If v is 2-node (see Figure 5(b))
it becomes 3-node, and for updating the pointers of
v, we compare the minimum maximal point of T and
minimum maximal point of the subtree rooted in wv.

!
& A

S1 82 Si

(b) ©

Figure 5. Cases of node v during the merge.
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Moreover, the new maximal point which is defined by
the rightmost point of T, and the leftmost point of
leftchild(v) should be considered. It is easy to update
p; of node v (p*l(v) = pj(T)). If v is 3-node (see
Figure 5(c)) v should be split. It is easy to define the
pointers for the newly-defined internal nodes v, and v
in constant time. After updating the pointers of v, we
go up to the root of T”, and for each internal node on
the path to the root, we update the pointers similarly.
Therefore, this procedure takes O(h' — h) time.

Now, let T" be 2-3 trees of skyline points. We
show how we can split T into two 2-3 trees T’ and T"
of skyline points with respect to some vertical line and
maintain the minimum maximum point for trees 7" and
T".

Lemma 3. Splitting a skyline T into skylines T' and
T" with respect to some vertical line and maintaining
the minimum mazimal points in T’ and T" takes
O(logn) time.

Proof. Consider the path going down the tree with
respect to z-coordinate of the vertical line (see Fig-
ure 6). It is clear that 7" can be obtained by merging
all subtrees T/ on the left side of the path (similarly,
T" by merging the right subtrees 7}"). By Lemma 2,
we can update the pointers to maintain the minimum
maximal points for each of T and T". Therefore,
the total computation time is O(logn) as splitting 2-3
trees.

In fact, the procedures Down(T, P) and UP(T, P)
in Overmars and van Leeuwen’s data structure per-
form merge and split in the children (and their
augmented trees) of each node on the path to
the inserted/deleted point.  Therefore, procedures
Down(T, P) and UP(T, P) in modified conditions still
take O(log® n) time.

Theorem 2. For a given set of n points with k
colors on the real line, the smallest color-spanning
interval can be maintained in O(log® n) update time per
insertion and deletion and O(n) space.

Proof. When a new point p with color ¢ is inserted

T

Figure 6. Splitting of a skyline T" into skylines 7" and T".

between points p.,_, and p., in the c-colored list, point
Pi, = (Pe;» Pe;_, ) should be deleted from the plane, and
two new points p;, = (p.,,p) and p* = (p,p.,_,) are
inserted. Deletion of a point similarly needs a constant
number of insertions and deletions.

We showed how we can maintain the smallest
color-spanning interval for dynamic points on the real
line. This is an important tool which helps us in the
next section to compute the smallest color-spanning
square for a given set of colored points in the plane.

3. The smallest color-spanning square

In this section, we focus on computing the small-
est area/perimeter color-spanning axis-parallel square.
Suppose that we are given a set of n points with k colors
on the plane. The smallest color-spanning square is an
axis-parallel square which contains all colors, and its
area/perimeter is minimum.

Recall that this problem can be solved using the
upper envelope of Voronoi surfaces [13] in O(knlogn)
time. In fact, all the previously used methods for
computing the smallest color-spanning objects, such
as rectangle, circle, etc. generally test all the minimal
objects. We show that there are 2(kn) minimal color-
spanning squares in the worst case. This indicates
that any algorithm testing all minimal color-spanning
squares runs in Q(kn) worst-case time. Next, we
present an algorithm running in O(nlog® n) time that
computes the smallest color-spanning square without
testing all minimal color-spanning squares.

We first explain how a minimal color-spanning
square can be represented. As illustrated in Fig-
ure 7, a minimal color-spanning square is defined with
two, three, or four points with different colors on its
edges under the assumption that point coordinates are
different (recall that this assumption is just for the
ease of the presentation). In all cases, the minimal
color-spanning square is bounded by two points on
opposite sides. Then, it suffices to consider only the
minimal color-spanning squares of case 1 instead of all.
Moreover, we are interested in counting the minimal
color-spanning squares with different contained points.
We first give a lower bound for the number of minimal
color-spanning squares.

Lemma 4. There is a configuration of n points with k
colors in the plane, in which there are Q(kn) minimal
color-spanning squares.

@ @ @ @ @

€] (2) (3) (4) (5)

Figure 7. The cases of a minimal color-spanning square.
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Figure 8. Q(k?) minimal color-spanning squares with 2k
points.

Proof. Let’s place a set of 2k points with & colors in
the configuration, shown in Figure 8. In this pattern,
we have to fix the left and the right edges in a way
that they span the half of the colors (1 to %) So,
there are % + 1 choices for fixing the right and the left
edges. Similarly, for a pair of fixed left and right edges,
it is possible to obtain % + 1 pairs to be the top and
the bottom sides. Therefore, there are Q(k?) minimal
color-spanning squares in the pattern of Figure 8 using
2k points. By repeating this pattern g times, we
achieve (kn) minimal color-spanning squares for a set
of n points with k colors.

Now, we start describing the steps of our main
algorithm. Suppose that the points are sorted in a
descending order according to their y coordinates. The
algorithm sweeps the points with two lines L, and
L; from top to bottom, and variable d denotes the
vertical distance of the sweep lines (see Figure 9 for
more illustration). In fact, lines L, and Ly, respectively,
define the bottom and the top edges of the desired
square. In the beginning, L, and L, pass through the
topmost point. We move downwards the sweep lines as
follows:

- Move downwards line L; to the next point if there
exists at least one color-spanning square in the strip
bounded by L, and L; (see Figure 9(a));

- Move downwards line L, to the next point if there
is no color-spanning square in the strip bounded by
Ly and L; (see Figure 9(b)).

Now, it remains to show how we can find out if there is
a minimal color-spanning square in the strip of lines L,
and L;. Suppose that the points in the strip are pro-
jected onto the real line; let P be the union of this set
of projected points and the additional points from each
color at infinity as defined in the previous section. The
following simple but important observation describes

---------------------------- D R TR
s * V)
° °
d|e R o
P o ® °
---------------------- ® -—-—---—---LI,

Figure 9. Sweeping the points with two lines Ly and L.

the necessary and sufficient conditions that a minimal
color-spanning square exists inside the strip bounded
by L, and L,.

Observation 1. There is a minimal color-spanning
square in the strip of lines Ly and Ly if and only if for
the points in P the length of the smallest color-spanning
interval is at most d.

According to this observation, the algorithm only
considers the projected points, P. Indeed, when L,
reaches a new point or a point goes out of the strip
when L; moves downwards, we insert or respectively
delete a point from the dynamic structure of maintain-
ing the smallest color-spanning interval, described in
the previous section. In addition, while L; is moving
downwards, at the time the smallest color-spanning
interval becomes greater than d, the solution should
be updated. We give the following theorem.

Theorem 3. For a given set of n points with k colors
in the plane, the smallest color-spanning axis-parallel
square can be computed in O(nlog®n) time.

Proof. Let s be the smallest color-spanning square in
which its top and bottom sides are defined with points
pr and py, respectively. Suppose that ¢; is the time
L, reaches p,, and t, is the time L; stops at point
pi.  There are two possibilities. The case t; < tg
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means that L, is at point p,, while L; is above point
p¢. Since there is at least one color-spanning square
between the sweep lines, L; moves downwards until it
reaches point p;. When L, leaves out p;, the length
of the smallest color-spanning interval becomes greater
than d, and s has been visited. Otherwise, s is not the
solution which is a contradiction. Similarly, if {; > o,
L; stops at point p;, while L, moves downwards until
it reaches point p,. Since s is the solution, L, must
stop at point p,. Therefore, we visit the smallest color-
spanning square in both cases. To analyse the running
time of our algorithm, we noted that each point p
enters the strip and is eliminated from it once when L
and L;, respectively, reach it. Therefore, in total, we
have O(n) insertions and deletions, and by Theorem 2,
each operation spends O(log” n) time to maintain the
smallest color-spanning interval for the points in P. So,
the algorithm runs in O(nlog® n) time.

4. The smallest color-spanning square for pairs
of points

In this section, we restrict ourselves to the case in which
we have only two points from each color. Thus, the
variant that we are considering is as follows.

Problem statement. Suppose that we are given n
pairs (p;, ¢;) of points in the plane where points p; and
q; are colored with color 7. The goal is to compute the
smallest color-spanning axis-parallel square. Arkin et
al. [2] proposed an algorithm with O(nlog® n) running
time. We present an algorithm not only running faster
by a factor of O(logn), but also being applicable to any
fixed dimension.

Overall idea. Let the square-side length be d. Then,
computing the smallest color-spanning square is re-
duced to the decision problem “Does there exist a
square with size d covering all colors”. We will
introduce an O(n) reduction from this decision version
to the 2-SAT problem which is decidable in linear time.
By this result, we can perform a binary search over the
side length of the square.

Fix the side length of the square to be d. In order
to find a satisfying square of the side length d, we must
select at least one point from each color, such that the
following two constraints hold for the selected set of
points:

- The z-coordinate difference of every two selected
points is at most d;
- The y-coordinate difference of every two selected

points is at most d.

We associate each input point, p, with a Boolean
variable, v,. Variable v, is true if p is a selected point.

As there are 2n points, we have 2n Boolean variables.
To get a valid selection, for any two points p and ¢ (p
and ¢ may have the same color) that violate one of the
above constraints, we add the following clause to the
instance of the 2-SAT problem in order to ensure that
at most one of them gets selected:

(T, V Ty) .

Furthermore, for each input pair of points (p; and g;),
we add the following clause in order to ensure that at
least one of them gets selected:

(vp; V vg,)-

Since the running time of the efficient 2-SAT algorithm
is O(N + M) where N and M are the number of
variables and clauses, respectively, the above modeling
gives us an O(n?)-time algorithm. In the remainder,
we show that the number of clauses can be reduced to
O(n). The main idea is to add 4 additional Boolean
variables L,, R,, Uy, and D, to each input point p
with the following properties:

1. If L, is true, then none of the points ¢ with z(q) <
z(p) gets selected;

2. If R, is true, then none of the points ¢ with z(q) >
z(p) gets selected;

3. If D, is true, then none of the points ¢ with y(¢) <
y(p) gets selected;

4. If U, is true, then none of the points ¢ with y(¢) >
y(p) gets selected.

where x(p) and y(p) are x and y-coordinates of p. In
order to force the constraints of type 1, we add the
following clauses:

(Lp V Lup)) »

where [(p) is a point whose z-coordinate rank is
immediately before that of p. Note that if L, is true
for some point p, (L, V Ly(p)) forces L, to be true for all
g where z(q) < z(p). And, this together with (L, V 7,)
forces v, is not selected. We add similar clauses to the
constraints of types 2, 3, and 4, as well. Using the new
variables, we can avoid selecting the violating points
done by O(n) clauses. More precisely, for every point
p, we add the following 4 clauses:

(‘EP v T)P) ’

(771) v Ll(d’p)) ) (ﬁp v R'r(d,p)) )

(T’p \ Uu(d,p)) ) (T’p v Dd(d,p)) )

where [(d, p) is the rightmost point whose x-coordinate
is less than z(p) — d, r(d,p) is the leftmost point
whose z-coordinate is more than z(p) + d, u(d,p) is
the bottommost point whose y-coordinate is more than
y(p) — d, and d(d,p) is the topmost point whose y-
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coordinate is less than y(p) — d. Finally, for every
1 <17 <n, we add:

(Upi v D‘Zi) )

to ensure that at least one point from each color is
selected. The total number of the above clauses is O(n)
and is simply extendible to any constant dimension d >
2.

Now, we perform a binary search on d to com-
pute the smallest color-spanning square. Let X =
{z1,--- ,xn} be asorted set of n points on the real line.
The set of interdistances is defined by {z; — x;|z;, z; €
X,i < j}. We use matrix searching to select the ith
element of the interdistances. An m xn matrix is sorted
if each row and column of it is in a non-decreasing
order. Frederickson and Johnson [16] presented an
algorithm to select the ith smallest element of an m xn
sorted matrix in O(mlog(22)) time where m < n. By
implicitly defining an n x n sorted matrix M based on
the interdistances of P in each dimension, we can select
the ith interdistance in O(n) time. Let:

Ti—Tp—jg1: 1>n—7+1
Mi’j =
0: otherwise.

Since the reduction can be simply generalized to any
fixed dimension d > 2 and binary search takes O(logn)
steps, we conclude the following theorem.

Theorem 4. For a set P of n colored points in the d-
dimensional space where there are exactly two points
from each color, the smallest color-spanning hyper-
cube can be computed in O(nlogn) time.

5. The smallest color-spanning two squares

In this section, we dedicate our attention to the
problem of computing the smallest color-spanning two
squares (SCS2S, for short). Precisely, we are given n
points with k& colors in the plane and the goal is to
compute two axis-parallel squares which together span
all colors, and the larger one is as small as possible.
Similar to the previous section, we first consider the
decision version of the problem where we are also given
a distance d and the problem is deciding if there are
two squares together spanning all colors and the side
length of the larger one is at most d. Then, we use a
binary search on interdistances to solve the problem.

Suppose that we are given n points with k colors
in the plane. Let S; and S5 be two squares which
solve the problem of SCS2S, such that 57 is the larger
one with side length d*. Moreover, without loss of
generality, we assume that points p; and p, are located
in the top and the bottom sides of S}, respectively (see
Figure 10).
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Figure 10. Two squares which solve the problem SCS2S.

Ly

Figure 11. There are at most 2k — 2 squares with
different colors when L; reaches point p.

In the following, for a given distance d, we show
how to decide if d > d*. In order to decide, we sweep
the points with two horizontal lines L; and L; which
their vertical distance is exactly d (see Figure 11). In
fact, L; and L, represent the top and bottom sides of
the larger square, Si, respectively. When L, reaches
point p, we consider all the squares from left to right
having p in their bottom sides. Among these squares, it
suffices to consider only the squares covering different
sets of colors.

Let S7 be the leftmost square having p on its
bottom side. We horizontally move Sy to the right until
its left side reaches p. During the motion C(S7), the
color set covered by S; changes if its right side reaches
the first occurrence ¢ of some color or its left side passes
the last occurrence ¢ of some color. Otherwise, C'(S7)
remains unchanged. As there are at most k& colors and
C(S1) keeps the color of p in all squares, C(S;) may
change at most 2k — 2 times. When C(5;) changes,
we create an instance of the smallest color-spanning
square problem with colors not covered by S7 and apply
our algorithm in Section 3 to this instance in order to
compute Sy. Whenever we find a square, Sy, whose side
length is at most d, we stop searching, and we conclude
that d* < d. At the end of the sweep, if we fail finding
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So with the side length of at most d, we conclude that
d* > d.

Lemma 5. For given n points with k colors in the
plane and a distance d, we can decide in O(kn?log® n)
if there are two squares together spamming all colors
whose side length of the larger one is at most d.

Proof. Let T, be a balanced binary search tree that
stores the point of color ¢ in the strip bounded by L,
and Ly, according to their z-coordinates. We perform
an insertion (deletion) into 7. when L, (respectively
L;) reaches point p of color ¢ in O(logn) time. Fur-
thermore, we are able to compute the mentioned 2k — 2
points in increasing order by their z-coordinates in
O(klog ¥ + klogk) time. Next, updating C(S1) takes
O(1) time while S; is moving to the left. To compute
S5 for the points of colors not covered by Si, we run
the algorithm described in Section 3 in O(nlog? n) time
according to Theorem 3. Therefore, for each point
p, the computation takes O(logn + klog ¢ + klogk +
knlog®n) = O(knlog®n) time; in total, the running
time of the algorithm is O(kn?log® n).

Now, we use a binary search algorithm in the way
described in the previous section to solve the problem
of SCS2S. Therefore, we present the following theorem.

Theorem 5. For given n points with k colors in the
plane, we can compute the smallest color-spanning two
azis-parallel squares in O(kn?log®n) time.

6. Conclusion

In this paper, we have presented an algorithm to
maintain the smallest color-spanning interval for a set
of n colored points on the real line at a cost of O(log® n)
time for each insertion or deletion. As an application,
we used this data structure to propose O(n log® n) time
algorithm to compute the smallest color-spanning axis-
parallel square for a set of m points with & colors in
the plane. This improves the algorithm proposed by
Abellanas et al. [1] where k = w(logn). However, the
algorithm presented in [2] for this problem is a special
case where there are only two points from each color
which can be simply applied to the general case in the
same running time. Nevertheless, we independently
considered the problem in this special case. We mod-
eled the problem with 2-SAT and presented O(nlogn)
time algorithm to solve the problem which improves the
result presented in [2] by a factor of logn and can be
generalized to any fixed dimension d > 2. Finally, we
considered the problem of computing two axis-parallel
squares, which altogether includes all colors, and the
larger one is as small as possible. We proposed an
algorithm running in O(kn? log® n) time using a binary
search on the area of the larger one.
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