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Abstract. This paper presents a new searching framework for optimal scaling of
earthquake ground motion records as inputs for dynamics analysis. Two hybrid-coded
Genetic Algorithms (GA), named real-permutation and binary-permutation GA, are
e�ectively used to solve an applicable optimization problem in earthquake engineering �eld.
Methodologies are outlined to choose a set of ground motions, with a good level of �t to
the design spectrum, and the corresponding scales simultaneously during a hybrid-coded
process. The e�ects of di�erent parameters used in design of algorithms are investigated
through sensitivity analysis to suggest a set of proper input values. Analysis showed that
the sensitivity of the binary-permutation GA results to input parameters variations is less
than that of real-permutation GA. The paper also concludes that binary-permutation GA
is slightly more reliable than real-permutation GA; accordingly, it is recommended as a
suitable algorithm to select and scale spectrum-compatible ground motion records.
© 2017 Sharif University of Technology. All rights reserved.

1. Introduction

Nowadays, time-history dynamic analysis is vastly used
by the growth of computer processors as an accurate
and complete tool in seismic design and performance
evaluation of buildings. Most design codes, as Iranian
seismic design code (Standard No. 2800 [1]), require a
time-history dynamic analysis as an e�cient method
for seismic design of high-rise buildings and important
structures, at least. To perform time-history analysis,
seismic actions are described by a suit of ground
motion records. The predicted seismic demands are
highly dependent on ground motion characteristics
used in the analyses. Hence, employing appropriate
accelerograms is becoming increasingly important to

*. Corresponding author. Tel: +98 411 339-2402;
Fax: +98 411 334-4287
E-mail addresses: s yaghmaei@tabrizu.ac.ir (S.
Yaghmaei-Sabegh); samane.k.org@gmail.com (S. Karami);
mazdak.hm@gmail.com (M. Hosseini-Moghadam)

reach an accurate and realistic response, particularly
in the range of nonlinear behavior [2-7]. A large body
of literature exists on scaling and selection of ground
motion records; however, some challenges emerged in
some practical nonlinear dynamic analyses applica-
tions, such as how to select appropriate set of records
or how many records should be used for analysis [8-
14]. Ground motions that are used in the time-
history dynamic analysis should be the representation
of regional seismicity at the site of interest [4,5,15]. To
reach a set of ground motion records compatible with
a hazard-consistent design spectrum, selected records
should be scaled appropriately as adopted by most of
the seismic design codes [6,16,17]. As a conventional
procedure, compatibility of the 5% damped average re-
sponse spectra of the selected records with design-code
response spectrum, Uniform Hazard Spectrum (UHS),
or Conditional Mean Spectrum (CMS), is controlled
in the speci�c range of the vibration period [4,5,18].
Ground motion records used in dynamic analysis can
be categorized as real or simulated records. The
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use of simulated ground motions plays an important
role in seismic hazard analysis, particularly for the
cases with insu�cient population number of recorded
ground motions for the study region. Several dif-
ferent methods have been proposed by seismologists
for ground motion simulation, among which stochastic
methods are one of the e�cient and most widely used
approaches [19,20].

Di�erent methods, presented in the past for scal-
ing of earthquake ground motion, can be summarized
as frequency domain methods [21-23]. In the frequency
domain strategies, frequency content of the ground
motions records is manipulated in order to obtain a
reasonable match where in time domain methods, am-
plitude of earthquake records is manipulated through
the analysis [24,25]. The most important parameters
in the records selection procedures are: magnitude,
source-to-site distance, rupture mechanism, soil type,
and duration of the earthquake. Shome et al. [8] chose
a set of real accelerograms based on four di�erent
conditions of the magnitude and distance measures for
nonlinear time-history analysis of a 5-storey building.
Bommer and Acevedo [7] and Stewart et al. [26]
assumed magnitude as the most important parame-
ter in the selection procedure of earthquake records.
Iervolino and Cornell [10] studied the dependency of
the structure response on the magnitude and distance
parameters. In their research, real records are divided
into two main categories and compared with each
other in di�erent modes. The �rst category is precise
selection of record with speci�c magnitude and distance
from the site; the second category includes the random
selection in a large database. Some other researchers
examined the e�ect of soil condition on the selection of
compatible-spectrum records [27,28].

Selecting and scaling earthquake records compat-
ible with the target spectrum (a spectral matching in
frequency domain) can be considered as a constrained
optimization problem, which can be solved using dif-
ferent algorithms. By increasing the computational
power of engineering software, di�erent stochastic op-
timization algorithms, including genetic algorithm [4],
simulated annealing [29], particle swarm [30], and har-
mony search [3,31], are vastly used in the optimization
of the process of problem solving. In 2004, Naeim
and co-workers developed a genetic-based method for
selecting and scaling the earthquake records matched
with target design spectrum [4]. They used a binary-
coded genetic algorithm that treats any random union
of 7 records and corresponding scale factors as a single
\individual". The best Mean Square of Error (MSE)
was calculated as 3.1% for the obtained ground motion
datasets in the period range of 0.25 to 1.89 sec [4]. It
is clear that the nature of the number of earthquakes
in dataset and corresponding scale factors is di�erent.
For this reason and as a new innovation in GA-based

solution for selecting and scaling of ground motions
among a complex search space, the proposed genetic
algorithms serve two chromosomes separately. The �rst
chromosome is considered for the selection of records
number where the second chromosome performs the
updating process of scale factors. Indeed, the hybrid-
coded nature of the genetic algorithm is a distinct
characteristic of this study which increases compu-
tational e�ciency, taking a step forward to reduce
the error rate of analysis. As a result, two di�erent
hybrid-coded algorithms are developed herein: (I) real-
permutations and (II) binary-permutation coded GA.
Records taken into consideration are selected from the
ground motion records of real earthquakes obtained in
the past. For this purpose, a set of 374 horizontal
strong ground motions recorded at rock sites (soil type
II) is selected from the Peer Ground Motions Database
[32]. Target spectrum corresponding to very high
seismic condition is adopted according to Standard
No. 2800. The results of optimization procedure
include 7 records and related scale factors, so that
the average of the selected recorded response spectrum
has the minimum di�erences with the selected target
spectrum. E�ects of the input parameters on the
results and the degree of errors are obtained through
the sensitivity analysis to answer this question that how
sensitive the proposed algorithms to input parameters
are.

2. Genetic algorithms

A genetic algorithm is a special kind of evolutionary
algorithm and arti�cial intelligence that uses biology
techniques, such as inheritance and mutation, to �nd
appropriate answers. A Genetic Algorithm (GA) is a
tool by which machines can perform a simulation mech-
anism of natural selection and model the mechanisms
of genetic evolution [33]. The main characteristic of
GA as a stochastic search algorithm is produced based
on the principles of survival adoption and �ttest [34].
Implementation of genetic algorithms begins by cre-
ating an initial population of chromosomes. The
next step after generation of the initial population is
choosing two parents and combining them into mating
pool, which eventually provide one or two children and
mutation of new o�springs. New child replaces one of
his weaker counterparts in the population. Then, the
initial structures were evaluated and given a chance to
reproduce based on their capability. The suitability of
the solution is commonly determined according to the
current population.

The problem space is interpreted as the search
space and includes all possible solutions to the problem.
The genetic algorithms are normally used in problems
in which the search space is large and the typical
search methods could not be used simply for them.
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Genetic operators are used during the reproductive
of each stage in GAs. The population of the next
generation is produced via the e�ect of this operator on
a population. The parameters of selection, crossover,
and mutation are the most used operators in genetic
algorithms. The crossover operator has performed
mating on two-parent (or more) chromosomes and has
produced two children for the new generation. If
the selected chromosomes had better properties, they
would have a higher chance to obtain the optimal
solution by less iteration. The mutation operator is
applied to expand the population and generate new
search points. The usage rate of this operator is
important. If the mutation probability was too much,
the algorithm would lose its ability to converge the
optimal solution. On the other hand, if the low
value of mutation rate was chosen, the algorithm
would trap in local optimal or increase premature
convergence due to the lack of genetic diversity. Hence,
setting the mutation rate is important for genetic
algorithms.

3. Key features of the proposed approaches

In the current work, two hybrid-encoded GA ap-
proaches as a new contribution are incorporated into
the ground motion records selection procedure. These
methods are named simply as hybrid genetic algo-
rithm in this paper; however, it is di�erent from
those methods that combine GA with other searching
methods. The �rst algorithm is the combination of
real and permutation-coded genetic algorithms, where
binary and permutation genetic algorithms are jointed
in encoding process of variables in the second hybrid
algorithm. As a di�erence, weighted average and
uniform crossover techniques are respectively used for
the �rst chromosome of real-permutation and binary-
permutation algorithms to assign them to scaling fac-
tors. Figure 1 shows a diagram which simply describes
the computation procedure of the �rst and second
algorithms used in this paper.

In this section, detailed information about en-
coding process is given for the proposed GA. Binary

Figure 1. (a) Block diagram structure of real-permutation genetic algorithm. (b) Binary-permutation genetic algorithm.
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Figure 2. (a) Binary chromosome representation. (b) Single-point crossover for binary GA. (c) Mutation for binary GA.

Figure 3. (a) Representation of permutation chromosome. (b) Partially matched crossover used for permutation
chromosomes.

encoding is used in binary-permutation to assign the
scaling factors in this study. In this procedure, scale
factors are presented by binary strings of bits, 0 or 1.
Each chromosome is broken to develop a gene based on
the length of the string (or bits), taken as 10 herein. It
is noted that conventional genetic algorithm operates
on the �xed-length character strings; however, string
length possibly reects the level of accuracy or range of
the individual variables. Figure 2 shows the representa-
tion of a particular individual of binary chromosome.
In decoding procedure, a string is converted into an
integer. Hence, the bit string is converted from binary
to decimal form and normalized to values between 0
and 1. The process is calculated for the ith chromosome
(xi) that contains Li bits as follows:

(xi)10 =bit(0)� 20 + bit(1)� 21 + bit(2)� 22 + :::

+ bit(Li � 1)� 2(Li�1) =
Li�1X
k=0

bit(k)� 2k;
(1)

where bit(k) represents the bit value at the kth position
in a decimal string.

Then, two chromosomes, selected as parents for

crossover, will generate new o�spring. Figure 2 illus-
trating uniform crossover has been adopted for binary
GA in this paper to produce a new o�spring. Finally,
for mutation of an individual, the bit string is changed
to 0 and 1 depending on its initial bit string.

Permutation encoding has been applied to select
record numbers in the proposed binary-permutation
algorithm. It is worth noting that, in permutation
encoding, each of chromosomes is considered as a string
of numbers, representing a number in a sequence.
Permutation representation for an initial individual,
including seven variables, is depicted in Figure 3.
Figure 3 shows the crossover process used for record
number selection in permutation chromosomes. The
real-permutation GA is performed similar to binary-
permutation GA with a di�erence where chromosomes
in real-permutation GA are integer, and there is no
need to convert the values.

4. Formulation of the problem

The database used in this study contains 374 real earth-
quake ground motions from shallow crustal events. The
dataset includes earthquake records obtained at rock
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Figure 4. Code design spectrum (Standard No. 2800 [1])
selected as target spectrum.

sites with average shear wave velocity of 360 to 750
m/sec in the top 30 m soil layers, corresponding to soil
class II in Standard No. 2800. Acceleration spectral
ordinates for damping ratio of 5% are obtained and
used in the analysis. Target spectrum has been selected
according to Standard No. 2800 for the regions with
very high seismicity condition and design acceleration
of 0.35 g at soil site class II (Figure 4).

Selection of 7 spectrum-compatible records and
corresponding scale factors is considered as an opti-
mization problem herein. In this regard, GA as an
e�cient tool is utilized to �nd an optimum solution by
minimizing the error (or di�erence) between average
spectrum of records and target spectrum in a speci�c
range of period.

At �rst, all of records in database are scaled based
on the value of T0. Eq. (2) is used for this purpose as:

SBi(T ) = �i � SAi(T ); (2)

the range of i is 1 to 374 and T changes from T0 to Tn:

�i =
SAi(T0)
FT (T0)

; (3)

where SBi(T ) is value of the spectral acceleration of
record number i that scales to T0 at period T ; SAi(T )
is value of the spectral acceleration of record number
i at period T ; FT (T ) is value of the target design
spectrum at period T ; T0 is initial period (in this
research considered as 0:2T ); Tn is �nal period (i.e.,
1:5T ); and T is vibration period of the structure.

The objective function of the problem is to min-
imize the error between the averaged scale spectrum
and the target spectrum in the range of T0 to Tn. Error
function (Z) could be summarized as:

Z=min
� TnX
T=T0

�sP7
i=1[Si�SBi(T )]2P7

i=1 S2
i

�FTP (T )
�2�

;
(4)

where Si is the scale factor of nth record.

The optimization procedure is subject to:

Smin � Si � Smax; (5)

Smin; Smax > 0; (6)

where Smin; and Smax are the minimum and maximum
acceptable scaling factors, respectively.

Eq. (5) is a constraint for the de�ned optimization
problem as:sP7

i=1[Si � SAi(T )]2P7
i=1 S2

i
� FT (T ) � 0;

for all periods T0 � T � Tn: (7)

The variables (population) in this study are any arbi-
trary combination of 7 records and 7 scaling factors
which are de�ned as a single \individual" or chro-
mosome. Each individual has fourteen subdivisions
to represent each variable (seven for identi�cation of
the corresponding scale factors (chromosome 1) and
seven for identi�cation of records in the database
(chromosome 2). In binary-permutation GA, a length
of 10 binary digits is assigned to each subdivision
making the total length of each individual equal to
140 binary digits. Since the records of integers and
scale factors are real numbers, optimization approaches
require a combination of the processes that separates
the real numbers from integer.

5. Results

In order to show the e�ciency of the developed algo-
rithms and their accuracy in reducing errors, the results
of analysis are discussed in this section. Regarding
the stochastic nature of the genetic algorithm, di�erent
results can be achieved in each run. To ensure that
optimal results are not random, the program is per-
formed for all individuals in the population and stored
in memory. Then, the program runs automatically ten
times with the same people and the same number of
generation, and �nally the generation with lowest error
is selected as the �nal result.

E�ect of each input parameter on the results was
evaluated to �nd the optimum values through sensitiv-
ity analysis. In order to improve the performance of
the proposed GAs, the results of the previous phases
are used as a starting point of a new analysis. For this
purpose, after the �rst run of each phase, the results
of scale factors and the number of the earthquakes are
saved in the form of n � 7 matrix, and the searching
space is limited to the saved values (n is the number
of population). Meanwhile, in order to ensure the
correct operation of the codes in reaching the minimum
error, the program runs ten times for each parameter.
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Table 1. The default values for input parameters of GA
recommend by Naeim et al. [4].

Gen Pop LB UB Pc Pm

300 200 0.5 1.5 0.65 0.025

Analysis with 10 di�erent values is performed ten times
with speci�c time span; consequently, 1600 analyses are
carried out by applying the �rst and second algorithms.
The best values obtained for each phase are tabulated
and discussed in this section of the paper.

In the beginning, the value of the di�erent vari-
ables is adopted based on the proposed values of Naeim
et al. [4] reported in Table 1, and then the optimum
value for each input is calculated. In this table, Gen
stands for generation, Pop for population, LB for low-
level scale factor, UB for upper level scale factor, Pc
for crossover percent, and Pm for mutation rate of each
chromosome.

5.1. Algorithm I: Real-permutation GA
Analysis of real-permutation genetic algorithm is
started by the base values of Table 1, then the program
runs with 10 di�erent values and 10 times for each
value (the program runs 800 times). In each phase,
the best result of 10 values is evaluated and reported.
Finally, the best value of the parameter with the lowest
error is recorded for the next operation. Likewise, the
sensitivity of results to input parameters, including
generation repetition, number of population individ-
uals, lower and upper bound of the scaling factors,
�rst and second chromosome crossover ratios, and
�rst and second chromosome mutation probabilities,
is discussed herein. At the end of this section, the
optimum values of input parameters, selected records,
and corresponding scale factors, obtained using binary-
permutation genetic algorithm, are presented.

The e�ect of generation repetition on the results
of the real-permutation genetic algorithm is analyzed
by 10 values of generation repetition from 50 to 500

with 50 intervals. The values of other parameters
are selected based on Table 1. The real-permutation
genetic program is performed 10 times for each genera-
tion, and the results of the analysis are summarized
in Table 2. The rows of this table represent the
best results of each generation with the lowest error.
Figure 5 shows the sensitivity of the function to the
number of the generations. As a result, generation
number of 200 with the minimum amount of error
(1.52%) can be considered as the best number of the
generation. It is worth mentioning that increasing the
repetition of the generation does not always lead to the
error reduction as the maximum value of error could be
observed for the generation number of 500.

After selecting 200 generation repetitions, ef-
fect of the number of population individuals ranging
from 50 to 500 with the interval of 50 is studied.
Real-permutation genetic algorithm program was per-
formed, overall 100 times, with the 10 values for the
population individual. The best results of each indi-
vidual with minimum errors are reported in Table 3.
Figure 5 illustrates the e�ect of sensitivity function
to the individual of the population in reaching the
minimum error. The error attains its minimum at 200
population individuals (1.52%) that can be adopted
as an optimum number in the real-permutation GA
analysis.

The analysis is repeated 10 times with 10 values,
ranging from 0.1 to 1 with the interval of 0.1 for lower
bound of scaling factors. Table 4 presents the best
run of each generation with the minimum value of
error. The results show that the value of 0.7 for lower
level of the scaling factor results in 1.19% error which
is the minimum value for the error. Subsequently,
the value of 0.7 is adopted as optimal value of this
parameter. The e�ect of sensitivity function on lower
level of scaling factor in obtaining the minimum error
is shown through Figure 5. It could be seen that the
error rate for 10 selected lower levels in this study varies

Table 2. The real-permutation GA results with di�erent numbers of generation.

Gen Scale factor (S) Record number Error
(%)

50 1.12654 1.30695 0.69051 1.06965 1.04631 0.70992 1.0656 17 105 151 176 84 46 303 0.0291
100 0.99372 1.07604 1.10019 1.38134 1.07946 0.82144 0.96091 338 64 183 280 69 288 167 0.0203
150 1.19718 1.04334 1.21221 0.86202 0.75139 0.95958 0.77143 320 337 101 55 183 343 37 0.0223
200 0.93596 1.11979 0.95545 1.44582 0.98199 0.8261 1.08408 37 223 117 354 319 181 64 0.0152
250 1.00066 0.65598 1.05229 0.69419 0.96244 0.83073 0.7896 69 288 32 142 303 251 233 0.028
300 0.93254 0.86716 1.0221 1.03636 0.88011 1.15167 1.03224 176 361 270 64 253 264 137 0.0182
350 1.0257 0.6985 1.02974 1.12187 1.24251 1.02616 1.04467 40 126 120 12 104 255 273 0.0167
400 0.94204 1.26097 0.90698 0.70209 0.73636 1.38495 1.07512 278 339 69 214 315 102 47 0.0168
450 0.72381 1.03161 0.98858 1.48937 1.15677 0.92482 0.89905 42 233 237 16 62 327 37 0.0155
500 1.19063 0.74532 1.04746 0.83303 0.9817 1.07504 1.00569 360 266 256 294 238 315 142 0.0314
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Figure 5. Error rate vs. number of generation, population size, lower and upper bounds of scaling factor, crossover and
mutation ratios for the �rst and second chromosomes in Algorithm I.

from 1.19 to 4.32%. This indicates that the range of
error variation for scaling lower level is more than that
of the two pervious parameters (generation repetition
and individual of the population). Accordingly, lower
bound of scaling factor should be selected carefully, and
selecting the value larger than 0.9 is not recommended
for this parameter.

A real-permutation genetic search of a 200-
individual population over 200 generations with lower
level of 0.7 and 10 di�erent values for upper bound of
scaling factor ranging from 1.2 to 2 with the interval
of 0.1 was utilized. The best results of analysis are

presented in Table 5. Again, variation of error against
upper bound values of scaling factor is plotted in
Figure 3. Based on the results, the value of 1.8 is
recommended for upper bound of scale, resulting in
the error rate of 0.84; the selecting values less than 1.3
is not recommended (see Table 4 for more details).

For analysis of the e�ect of the �rst chromosome
crossover ratio, 10 values of the probability ranged from
0.5 to 0.95 with the interval of 0.05 are considered. The
optimum input values obtained for other parameters,
including 200-individual population, 200 generations,
lower level of 0.7, and upper level 1.8 for scaling factor,
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Table 3. The real-permutation GA results with di�erent numbers of population of individual.

Pop Scale factor (S) Record number Error(%)
50 0.90302 1.03204 1.26895 0.9977 0.8219 1.25701 0.76748 253 154 120 214 170 133 217 0.0266569
100 1.39496 1.12317 1.24072 1.46178 0.8662 1.03378 0.84306 191 226 312 336 279 2 59 165 0.0181303
150 0.70574 1.01412 0.89189 0.83654 1.40681 0.86044 0.8233 311 172 337 347 211 3 26 38 0.0158493
200 0.93596 1.11979 0.95545 1.44582 0.98199 0.8261 1.08408 37 223 117 354 319 181 64 0.0152495
250 1.09612 1.32467 1.03052 1.32286 0.96022 1.22711 0.97832 70 57 171 303 266 29 7 69 0.0199782
300 0.98266 1.05777 0.93221 1.32841 1.01205 1.06757 0.53977 230 272 40 154 277 2 61 349 0.0184325
350 0.93138 1.01489 0.9246 1.12263 1.29518 1.06192 0.81478 47 64 11 344 128 296 230 0.0178236
400 1.07082 1.01164 0.96032 1.18282 0.81593 0.89863 0.94616 354 264 109 37 135 327 233 0.0190983
450 0.90305 1.03178 0.94067 0.96949 1.18036 0.95934 0.93272 222 173 283 65 304 176 272 0.0157609
500 0.58757 1.11635 1.1492 0.823 0.9472 0.87364 1.01132 176 60 264 3 4 350 183 315 0.0242025

Table 4. The real-permutation GA results with di�erent lower bound values for scaling factor.

LB Scale factor (S) Record number Error(%)
0.1 0.95872 0.91361 0.78216 1.16721 0.41383 0.73979 0.50841 270 11 2 49 338 176 359 327 0.01847
0.2 0.79433 0.79769 0.88651 0.60953 0.95192 0.95086 1.23575 174 37 2 47 349 70 150 363 0.02241
0.3 1.12231 0.85695 0.85702 0.62198 0.60834 0.97084 1.28805 315 65 286 181 24 9 64 174 0.01364
0.4 1.27646 0.96293 1.0223 1.10072 0.98591 1.11725 1.08548 54 313 254 267 349 251 89 0.02664
0.5 0.93596 1.11979 0.95545 1.44582 0.98199 0.8261 1.08408 37 223 117 354 319 18 1 64 0.01525
0.6 1.14872 1.03499 1.01687 1.38002 0.93431 1.04702 1.36426 233 316 288 161 249 64 239 0.01875
0.7 1.44907 1.19325 0.84249 1.03641 1.18628 1.25848 1.14363 355 230 233 309 64 299 251 0.01199
0.8 0.87637 1.46367 1.16225 0.96563 0.91649 1.05832 1.02895 266 310 238 198 64 42 249 0.01522
0.9 1.17674 1.49206 1.18278 1.2226 1.17248 1.05363 1.46125 16 274 123 284 195 34 315 0.01605
1 1.47469 1.10238 1.24134 1.18729 1.33406 1.31812 1.25494 72 151 286 110 288 161 109 0.0432

Table 5. The real-permutation GA results with di�erent upper bound values for scaling factor.

UB Scale factor (S) Record number Error(%)
1.1 0.81573 0.97467 1.01525 0.92242 0.90028 1.09512 0.88843 151 35 3 37 327 345 360 354 0.03968
1.2 0.98782 1.01147 0.75751 1.02083 0.952 0.96674 0.74245 311 25 288 292 304 172 195 0.03908
1.3 0.76069 0.99275 1.15384 0.96979 1.03353 0.99114 0.96064 37 100 3 52 296 172 327 321 0.0155
1.4 0.95082 1.07996 1.01859 1.06478 1.04474 1.05825 1.1935 189 191 3 49 296 261 308 37 0.02093
1.5 1.44907 1.19325 0.84249 1.03641 1.18628 1.25848 1.14363 355 230 233 309 64 299 251 0.01199
1.6 1.05532 1.09587 1.3317 0.88843 1.20485 1.12749 1.19382 226 350 2 22 55 42 132 11 0.01428
1.7 0.95569 1.26044 1.22885 1.17575 1.63004 0.95717 1.3219 227 125 1 50 337 360 251 172 0.02146
1.8 1.41879 1.18875 1.10586 1.6675 1.26067 1.24039 1.22049 53 227 233 333 37 238 145 0.00845
1.9 1.31692 1.19287 1.39077 1.02543 1.30858 1.34594 1.01664 35 337 1 49 221 330 350 37 0.03032
2 1.21825 1.87066 0.87861 1.55584 1.40946 0.97095 1.45553 349 366 17 1 183 311 11 172 0.01755

are �xed. Results of searching for the real-permutation
genetic algorithm to determine the appropriate value of
the �rst chromosome crossover ratio are summarized
in Table 6. The e�ect of the sensitivity function on
the �rst chromosome crossover ratio in terms of errors
between the average response spectra with the design
spectrum is plotted in Figure 5. Based on the results,
the minimum rate of the error is related to the crossover
ratio of 0.65, which is equal to 0.84. It is worth noting

that the range of the error variation for di�erent values
changes from 0.84 to 3%. Similar analysis is carried out
for the second chromosome. The best results of each
run are put in Table 7. Figure 5 also shows the e�ect of
the second chromosome crossover ratio in the solution
of real-permutation GA. The maximum rate of success
is obtained similarly for crossover ratio of 0.65, which
is corresponding to error value of 0.84%.

Finally, the �rst and second chromosome muta-
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Table 6. The real-permutation GA results with di�erent crossover ratios for the �rst chromosome.

Pc1 Scale factor (S) Record number Error(%)
0.5 1.31905 1.20138 1.11943 1.29848 1.53973 1.67091 1.50537 251 214 254 238 142 369 167 0.01663
0.55 1.13132 1.42189 1.08411 1.4459 1.37128 1.09646 1.53595 40 168 1 41 72 338 251 104 0.02613
0.6 1.7872 1.435 1.35734 1.35145 1.26167 1.12056 1.74205 285 297 370 349 174 139 338 0.02053

0.65 1.41879 1.18875 1.10586 1.6675 1.26067 1.24039 1.22049 53 227 233 333 37 238 145 0.00845
0.7 1.31419 0.99262 1.22589 0.9313 1.00521 1.45329 1.41061 173 327 6 5 176 12 104 137 0.00908
0.75 1.09725 1.24329 0.93687 1.35594 1.50142 1.12177 1.47061 221 313 176 66 72 183 371 0.01154
0.8 1.29997 0.89046 1.35975 1.21206 1.03511 1.4642 1.5299 6 266 297 17 256 273 237 0.03004
0.85 1.2951 1.35403 1.71666 1.032 1.11962 1.24581 0.98942 16 337 180 64 139 47 3 00 0.02147
0.9 1.42949 1.29303 1.30954 1.71045 1.14893 1.2601 1.02175 350 176 12 203 337 30 4 182 0.0269
0.95 1.07011 1.32327 1.14029 1.13293 0.73074 1.11104 1.34687 343 87 230 149 173 37 238 0.02067

Table 7. The real-permutation GA results with di�erent crossover ratios for the second chromosome.

Pc2 Scale factor (S) Record number Error(%)
0.5 1.06749 1.20672 1.78434 1.43814 1.36098 1.12157 1.43077 40 150 2 10 272 70 102 178 0.01716
0.55 1.4287 1.33025 1.77375 0.89606 1.32368 1.27499 1.32449 357 120 69 195 39 320 189 0.0446
0.6 1.00742 1.78257 1.46582 1.46753 1.25427 1.3845 1.15074 327 105 2 64 338 223 183 139 0.01146

0.65 1.41879 1.18875 1.10586 1.6675 1.26067 1.24039 1.22049 53 227 233 333 37 238 145 0.00845
0.7 1.31183 0.78538 1.17622 1.38457 0.9955 1.2469 1.46564 171 117 55 343 307 60 174 0.01406
0.75 0.73803 1.12214 1.31511 1.49244 1.27286 0.88586 1.27409 40 135 45 264 321 37 343 0.0175
0.8 1.78354 1.20789 1.24863 1.21686 1.49798 1.37194 1.05504 45 37 23 8 103 349 101 3 0.02558
0.85 1.06106 1.33453 1.77365 1.28798 1.41292 1.36203 1.18481 237 64 15 48 244 137 176 0.02211
0.9 1.60248 1.36266 1.31885 1.10281 1.61082 1.0615 1.04796 264 353 3 24 35 174 204 237 0.02294
0.95 1.0659 1.29353 1.34548 1.5206 1.43483 1.35777 0.96087 368 336 2 33 237 371 328 39 0.01782

Table 8. The real-permutation GA results with di�erent mutation probabilities for the �rst chromosome.

UB Scale factor (S) Record number Error(%)
0.001 1.35267 1.2294 1.35247 1.363 1.22533 0.88196 1.17996 239 233 2 37 304 253 39 18 0.02131
0.005 1.08596 1.16641 1.28616 1.23018 1.33111 1.42583 1.25031 349 40 22 3 173 262 183 23 0.02001
0.01 1.21757 1.18761 1.15416 1.31295 1.15538 1.28567 1.23329 211 251 64 62 91 45 347 0.01239
0.015 1.27837 0.73699 1.1987 1.28277 1.35769 1.23659 1.37014 104 195 248 319 80 103 313 0.03319
0.02 1.44177 1.07537 1.18346 1.5019 1.47271 1.38563 1.23904 371 233 237 16 102 300 214 0.01133

0.025 1.41879 1.18875 1.10586 1.6675 1.26067 1.24039 1.22049 53 227 233 333 37 238 145 0.00845
0.03 1.33314 0.89472 1.2628 1.2196 0.84855 1.04776 1.56182 92 27 222 34 3 11 176 315 0.02055
0.035 1.33405 1.56339 1.14668 0.95058 1.37917 1.20034 1.60686 37 349 37 2 150 260 295 362 0.02279
0.04 1.76854 1.52459 1.08643 1.24187 1.1562 0.98122 1.05618 215 349 168 173 324 267 38 0.0232
0.045 1.61693 1.0291 1.51167 1.02781 1.48533 1.07537 1.08457 221 296 338 139 354 358 337 0.01337

tion probabilities with 10 di�erent values (from 0.001
to 0.045) with the interval of 0.005 were utilized in real-
permutation GA process. 200 individual populations
over 200 generations with lower and upper levels of
scale factors equal to 0.7 and 1.8, respectively, were
chosen through the analysis. The best results for the
�rst and second chromosomes are presented in Tables 8
and 9, respectively. The minimum amount of error is
related to the mutation rate of 0.025 and is equal to
0.84% for both of chromosomes (see Figure 5).

The �nal optimum values for optimizing the con-
trolling parameters of the �rst hybrid genetic algorithm
are summarized in Table 10. The mean square error
between is 0.84% when the �rst hybrid genetic algo-
rithm is used in selection and scaling procedure. The
number of selected records in terms of their number in
the database along with scaling factors for each record
is presented in Table 11. S factor in this table is the
scaling factor obtained by GA-algorithm. Figure 6
compares the average response spectra of 7 selected
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Table 9. The real-permutation GA results with di�erent mutation probabilities for the second chromosome.

Pm2 Scale factor (S) Record number Error(%)
0.001 1.0879 0.93929 1.41343 1.53396 1.07803 1.39825 1.5128 181 372 171 351 117 125 64 0.026
0.005 1.5107 1.22826 1.13961 1.41755 1.17965 1.22671 1.36124 204 233 168 64 84 87 303 0.03939
0.01 1.46765 1.64729 1.60828 1.27875 0.92497 1.09876 1.12188 172 186 221 47 176 349 315 0.01593
0.015 1.07902 0.93017 1.09703 1.44744 1.35526 0.91758 1.40462 204 145 2 14 80 260 195 105 0.01552
0.02 1.21178 1.30222 1.58991 1.46432 1.28021 1.12669 1.13315 343 11 360 338 113 251 220 0.01261

0.025 1.41879 1.18875 1.10586 1.6675 1.26067 1.24039 1.22049 53 227 233 333 37 238 145 0.00845
0.03 1.23298 1.39195 1.08928 0.90856 0.84852 1.41204 1.55796 132 186 12 176 349 173 222 0.01994
0.035 1.11434 1.08565 1.13916 1.59519 1.38739 1.28288 1.75842 347 150 2 66 238 226 325 294 0.01953
0.04 1.39928 1.06005 1.70447 1.20349 1.29807 1.1598 1.25926 87 64 371 315 135 34 9 37 0.01555
0.045 1.1452 1.2407 1.25707 1.24822 1.27948 1.43221 1.70171 230 237 337 176 272 204 105 0.0144

Table 10. Recommended values for input parameters of real-permutation GA in this study.

Generation no. Population LB
scaling

UB
scaling

Crossover
ratio 1

Crossover
ratio 2

Mutation
ratio 1

Mutation
ratio 2

200 200 0.7 1.8 0.65 0.65 0.025 0.025

Table 11. The records and scaling factors selected by the real-permutation GA.

No. Record no. Earthquake name and station B S � � S

1 53 Loma Prieta, Gilroy Gavilan Coll, 067 (CDMG Station ) 1.0541595 1.4134 1.4899
2 227 Northridge, Brentwood , Compup (VA Station 638) 2.03987 1.1887 2.4248
3 233 Northrgle-(USC Station 900058) 3.3443857 1.1058 3.6984
4 333 Whittier, Big Tujunga-Angeles, 262 (USC Station 90061) 2.2975455 1.1667 3.8311
5 37 Landers, Villa Park - Serrano AV, 000 (USC Station 90090) 13.290948 1.26067 16.7555
6 238 Northridge-City Hall, 360 (CDMG Station 14560) 7.5255417 1.2409 9.3384
7 145 Landersbrs 000 3.9247014 1.2204 4.7900

Figure 6. Comparison of average spectrum of
selected-scaled records based on the real-permutation GA
with target spectrum.

records with design spectrum of the Standard No.
2800. Acceleration time histories of the selected ground
motion records before and after scaling procedure are
provided in Figure 7.

5.2. Algorithm II: Binary-permutation GA
Encoding techniques in genetic algorithms are known
as problem-speci�c techniques. Unlike the permutation
encoding that every chromosome is a string of numbers,

in binary encoding as the most common form of
encoding in GA, the data value is converted into binary
strings. In the same way as was done for the �rst
algorithm, inuence of changes of input parameters on
the results of binary-permutation GA is studied in this
section to identify the appropriate input parameters
values needed for best estimations.

Similar range of variation for generation repeti-
tion from 50 to 500 with 50 intervals is considered
for Algorithm II. The values of other parameters are
selected according to Table 1. Figure 8 shows the
sensitivity of results to the number of the generations.
Minimum value of error (0.97%) has been achieved for
300 generations which can be considered as the best
number of the generation. The results also show that
the best number of generation in this algorithm is larger
than the �rst algorithm, which can lead to less error
value. Indeed, the range of error in binary-permutation
genetic algorithm is about 0.097 to 2.19%, which is
smaller than the error range of real-permutation GA
(1.52 to 3.14%).

As an important input parameter, the impact of
population size on the proposed binary-permutation
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Figure 7. Acceleration time-history of selected ground-motion records real-permutation GA: (a) Before scaling and (b)
after scaling.

genetic algorithm in producing minimum rate of error
is evaluated herein. Population size represents the
volume of the candidate solutions, and thus space
of search. It controls selective pressure, population
diversity; therefore, selection of appropriate value for
population size will make the search e�ective. The
population size of GA is used in the range of 50 to
500 with the interval of 50. The minimum error is
reached for 400 generations (0.77%), and this size of
population can be taken as an appropriate value for
this parameter (see Figure 8). It means that unlike the
�rst proposed algorithm, the increasing of population
size to 400 in Algorithm II could reduce the error value
more than 50%. However, the time taken to �nd a
good solution does not change signi�cantly with the
increase of population size from 200 to 400 in both of
algorithms.

To evaluate the e�ect of lower bound scaling
factors on the proposed algorithm e�ciency, the al-
gorithm runs 10 times with 10 values, ranging from

0.1 to 1 with the interval of 0.1. The generation
repetition and population size are �xed on 300 and
400, respectively. Other input parameters have been
selected based on Table 1. We have summarized the
results in Figure 8. The results show that the value of
0.5 for lower level of scaling factor resulted in 0.77%
error could be nominated as the optimal value. The
error rate for 10 selected lower levels varies from 0.77
to 2.4. The worst case (corresponding to maximum
value of error) is related to the lower value of 0.1. Such
a condition is observed in the �rst algorithm for the
value of 1.

Similar analyses have been performed for upper
bound of scaling factor by considering range of 1.1
to 2 with the interval of 0.1. The value of 1.5 is
recommended for the upper level of scaling that results
in the error rate of 0.77% (see Figure 8). Accordingly,
the lower and upper bounds of the optimum scale
factor have been obtained as 0.5 and 1.5, respectively;
in the second algorithm, they are smaller than the
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Figure 8. Error rate vs. number of generation, population size, lower and upper bounds of scaling factor, crossover and
mutation ratios for the �rst and second chromosomes in Algorithm II.

corresponding values in the �rst algorithm (i.e., 0.7
and 1.8). In addition, sensitivity to these parameters
is lower when the second algorithm is used.

We compared crossover ratio e�ects of the �rst
and second chromosomes on converging with the best
solution by considering �xed values of all other param-
eters mentioned above. 10 values of the probability
ranged from 0.5 to 0.95, with the interval of 0.05, are
utilized. A binary-permutation genetic algorithm with
10 values has been run 100 times to determine the �rst
chromosome crossover rate. 100 Similar analyses have
been performed for the second chromosome crossover
rate. Figure 8 shows the results of sensitivity analysis

to crossover rate of the �rst and second chromosomes.
The parameter estimates show that minimum amount
of error equal to 0.77% is related to the crossover rate
of 0.65 for both of chromosomes.

The �rst and second chromosome mutation prob-
abilities in binary-permutation GA ranged from 0.001
to 0.045 with the interval of 0.005. We ran the
algorithm 100 times the same as the pervious sections
for each setting. Minimum value of the error of the
�rst chromosome is related to the mutation probability
of 0.025 and is equal to 0.77% (Figure 8). Accordingly,
the optimal mutation rate of the �rst chromosome has
the same value as for Algorithms I and II. But, for
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the second chromosome, minimum rate of the error
is related to the mutation rate of 0.035 and equal to
0.68% which is di�erent from the corresponding value
of the second chromosome in Algorithm I ( i.e., 0.025).

The �nal optimum values for the controlling
parameters of the second hybrid genetic algorithm
are presented in Table 12. The average response
spectrum of 7 records chosen based on Algorithm II
has been plotted along with design response spectrum
(or target spectrum) in Figure 9. Figure 10 shows

Figure 9. Comparison of average spectrum of
selected-scaled records based on the binary-permutation
GA with target spectrum.

the scaled and un-scaled acceleration time histories
of the selected ground motions from database. Peak
ground acceleration of each record is shown in the
�gure. The number of selected records along with
the scale factors for each record is presented in Ta-
ble 13.

6. Concluding remarks

Di�erent GA-based strategies were proposed to select
and scale seven spectrum-compatible records among a
large database of earthquake records with acceptable
level of error rate. To improve the search capability
of genetic algorithm in record scaling procedure, hy-
brid encoding was utilized in this paper through the
framework of GA. In this regard, two chromosomes
for the proposed hybrid genetic algorithms were chosen
separately to reduce the error rate. Amount of error for
real-permutation and binary-permutation coded GAs
for the period range of matching (0.25-1.9 sec) was
estimated as 0.84% and 0.68%, respectively, which
shows higher performance of the second proposed
algorithm. It is worth mentioning that the error rates
of the proposed algorithms in this study are less than

Figure 10. Acceleration time-history of selected ground-motion records by binary-permutation GA: (a) Before scaling
and (b) after scaling.
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Table 12. Recommended values for input parameters of binary-permutation GA in this study.

Generation
no.

Population LB
scaling

UB
scaling

Crossover
ratio 1

Crossover
ratio 2

Mutation
ratio 1

Mutation
ratio 1

300 400 0.5 1.5 0.65 0.65 0.025 0.035

Table 13. The records and scaling factors selected by the real-permutation GA.

No. Record
no.

Earthquake name and station B S � � S

1 64 Morgan Hill, Fremont Mission SJ, 345 (CDMG Station 57064) 18.611 0.8392 15.6183

2 321 San Fernando 020971 1400, Palmdale Fire Station, 120 2.539 1.33969 3.4018

3 104 2San Fernando, Castaic Old Ridge Route, 291 (CDMG Station 24278) 1.339 1.19501 1.6000

4 37 Landers, Villa Park - Serrano AV, 000 (USC Station 90090) 13.290 1.01906 13.5442

5 264 Northridge EQ 11794, 1231, Coldwater Canyon, 270 1.226 1.45992 1.7909

6 238 Northridge 011794 1231, LB - City Hall, 360 (CDMG Station 14560) 7.525 1.15787 8.7135

7 183 Livermorb-A3E146 8.469 1.48631 12.5887

the developed conventional binary genetic model of
Naeim et al. [4], reported as 3.12%. The computational
e�ciency of the proposed model is also better than
the solution quality of the re�ned harmony search for
optimal scaling and selection of accelerograms with
minimal error of 5% [31]. It is worth noting that
this study has tried to present a new insight into GA-
based record selection procedure, and all site class
records could be used in the framework of designed
GA.

Based on the sensitivity analysis with the pro-
posed algorithms, the following conclusions can be
drawn:

� An accurate evaluation of records scaling procedure
is strictly connected to careful estimates of input
parameters used in the GA analysis;

� Increasing the generation repetition and the individ-
ual of the population not always leads to analysis
error reduction;

� Response sensitivity to the number of the popula-
tion and generation repetition in the �rst algorithm
is less among others, as the error variation range for
the �rst and second parameters are 1.52 - 2.6% and
1.52 -3.14%, respectively;

� The sensitivity of the binary-permutation GA re-
sults to input parameters variations is less than real-
permutation GA, which is very important for future
use of such algorithms;

� The maximum sensitivity is related to the chromo-
some crossover rate in the �rst algorithm, where the
error rate of this parameter increases from 0.55 to
4.46%.
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