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Abstract. Although a machine-tool selection and operation allocation problem of a
Flexible Manufacturing System (FMS) is known for its complexity, scheduling of these
systems is more operative and more complex. This paper considers scheduling of an FMS
with dynamic machine-tool selection and operation allocation. In addition, due to the
NP-hard nature of this problem, a modi�ed Evolutionary Algorithm (EA) considering an
island model is proposed to solve the given problem. Its performance is tested on a number
of randomly generated problems. Furthermore, the related results are compared with the
results obtained by a Branch-and-Bound (B&B) method. It has been found that the
modi�ed EA with the island model gives good results in terms of the objective function
values and CPU times.
© 2017 Sharif University of Technology. All rights reserved.

1. Introduction

In the recent years, importance of exible manufac-
turing systems has increased. This is due to their
capability to keep bene�ts of job shop with high variety
of production and ow shop with a high volume of
production together. In fact, reduction in the life cycle
of products due to the role of Research and Devel-
opment (R&D), marketing activities, and many other
factors leads to increasing tendency of international
producers to use these systems. In an FMS, many
multi-functional Computer Numerical Control (CNC)
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machines are linked together by material handling
systems and Tool Delivery Systems (TDSs) so that
a central computer controls all of them. Flexibility
of these systems o�ers di�erent machines and tools
for performing each operation. In other words, each
operation can be performed by several machines and
tools. This problem is considered as assignment (or
allocation) problem that belongs to an upper level of
decision making in production planning. In fact, in
this level, determining the best path among several
feasible paths is the goal, in which each path has its
own production time and cost. In this level, researchers
have tried to �nd a path whose cost and related issues
are optimum. One of the most important subsets
of assignment problems, which are more operative, is
the scheduling of performing operations in the shop
oor. Many researchers have considered this level of
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production planning that is a level lower than the
allocation level. In this level, time and its issues
are more important than cost. Objectives, which
are signi�cant in this level, are to minimize the time
required to complete all orders named minimizing the
makespan, minimizing the largest di�erence between
completion times and due dates named minimizing
maximum tardiness, minimizing the total processing
time, etc. Due to the complexity of assignment and
scheduling problems in these systems, both of them
are known as NP-hard problems [1,2].

In this research, developing a novel 0-1 mathemat-
ical model for an FMS scheduling problem with a dy-
namic policy is considered and a modi�ed Evolutionary
Algorithm (EA) for solving this problem is proposed.
EA has a number of components and operators (e.g.,
representation, �tness function, population, crossover
operator, mutation, survival selection, and termination
condition). The modi�ed EA contains special crossover
and mutation operators as well as a new encoding
representation of chromosome. Most EAs use a single
population of chromosomes and apply the correspond-
ing operators to them [3]. In order to bene�t from mi-
gration in the modi�ed EA, many subpopulations are
considered using an island model [4-6]; most authors
use islands and subpopulations equivalently. In the
modi�ed EA, in addition to designing speci�c opera-
tors, instead of a central population, several islands are
applied on which the evolutionary process is performed
independently on a single core (machine). In each set
of generations (usually consisting of 20 generations),
a certain percentage of the best chromosomes are
exchanged between neighboring islands as migration.
These migrations lead to improvement in the average
quality of sub-populations [6].

Many researchers have developed mathematical
modeling and heuristic methods to solve the assign-
ment and scheduling problems in FMS environments.
As mentioned earlier, due to NP-hard nature of these
problems, heuristic or meta-heuristic algorithms have
been used for solving them. In this �eld, many
researchers have considered only operation assignment
to machines [7], and some others have considered
a tool role in their studies [2,8-10]. Three policies
can be used when tool roles are considered in these
systems: �rst, a part movement policy, in which tools
cannot move around the machine in the planning
horizon [8,9, 11-13]; second, a tool movement policy, in
which tools can move around the machines and parts
remain on a machine in the whole planning horizon
[10]; and third, a part and tool movement policy, in
which parts and tools can move around the machines
simultaneously with their corresponding Automated
Guided Vehicles (AGVs) [2,14]. As mentioned earlier,
scheduling problems of parts (orders) in the shop oor
are more operative than allocation problems. Gamila

and Motavalli [15] presented a 0-1 Mixed Integer Pro-
gramming (MIP) model, considering a part movement
policy, for loading and scheduling in an FMS. Their
work primarily determined the loading and routing
of parts and tools and, in the next step, scheduling
of them was performed. Persi et al. [16] proposed a
hierarchical approach for scheduling of the FMS. At
the upper level of their work, sets of the performed
orders were determined and, in the next level, orders
were scheduled.

Tool loading times are considered as an appropri-
ate index for sequencing and scheduling. Low et al. [17]
developed a multi-objective model for scheduling of
an FMS problem considering three objectives that
were to minimize the mean job ow time, mean job
tardiness, and mean machine idle time, simultane-
ously. They utilized a hybrid heuristic algorithm for
solving the FMS scheduling problem. Additionally,
they considered assignment of operations to machines
without any tool role in their work. Furthermore, each
operation had a due date that had to be considered
in the scheduling. Erhan Kesen et al. [18] presented
a Genetic Algorithm (GA) based heuristic approach
for job scheduling. Solely considering the machines,
they presented a case study where there were multiple
jobs with multiple machine types. Minimization of
the weighted makespan and total traveling distance
was considered as the objective function. Kazerooni
et al. [19] developed an integrated decision-making
support system with the fuzzy approach and Analytical
Hierarchy Process (AHP) for scheduling of an FMS
using simulation that analyzed and compared the
performance of di�erent alternative combinations of
machine selection and dispatching rules. Their results
showed high performance of their approach. Also,
many good studies have been presented by researchers
as survey of a simulation study on the FMS schedul-
ing [20,21]. A simulation study with the purpose of
evaluating makespan, average ow time, average delay
time at local bu�ers, and average machine utilization of
a exible manufacturing system with di�erent control
strategies contains routing exibilities and dispatching
rules as presented by Chan and Chan [22]. Chan
et al. [23] presented a genetic algorithm for FMS
scheduling problems with alternative production rout-
ing. In their proposed GA, determining crossover
and mutation rates was not needed and the algorithm
itself determined whose genes had to undergo crossover.
The purpose of the proposed GA was to obtain local
optimum solutions in a reasonable time.

Prakash et al. [1] proposed a knowledge-based GA
for scheduling of an FMS considering assignment of
operations to machines, which used the power of tactic
and implicit expert knowledge. Initialization, selection,
crossover, and mutation in the GA are the four stages
that the knowledge has been used by considering
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throughput and mean ow time as objectives. Chan
et al. [24] addressed a distributed FMS scheduling
problem. In this type of problem, assigning the orders
to each factory and determining the scheduling of each
factory are signi�cant. Each factory may be distributed
in di�erent locations and can produce a variety of or-
ders. They proposed a GA for solving the problem and
considered maintenance in their work. The physical
and operating parameters with respect to exibility
levels and control strategies have been studied by Chan
et al. [25]. They considered deterministic environment
and presented simulation study under the Taguchi's
method. Their results showed that in the perfor-
mance of FMS, the relative contribution percentage
of variations in physical and operating parameters of
di�erent resources was insigni�cant. In another similar
work [26], they indicated that routing exibility and
control strategy had signi�cant relative contribution
percentages in the performance, while the decision-and-
information system was insigni�cant. The remainder of
this paper is organized as follows. Section 2 describes
the problem briey and gives the assumptions for
its formulation. Section 3 presents a mathematical
programming model for the scheduling of the dynamic
FMS problem. Section 4 is dedicated to the modi�ed
EA and island model. The computational results and
discussion of the proposed EAs are presented in Sec-
tion 5. Finally, the conclusions are given in Section 6.

2. Problem description

An FMS consists of many CNC machines each of
which can be equipped with several tools for performing
operations. The production cost and time in an FMS
depend on the machine-tool combinations that are used
for performing operations, because each of them has
its cost and time. Assignment of the required tools in
the right times and right places to tool magazines of
machines, known as tool management, is di�cult and
signi�cant. There are three policies in these systems
in the whole planning horizon: part movement policy,
tool movement policy, and part and tool movement
policy (i.e., dynamic policy) simultaneously. At the
beginning of the production in the part movement
policy, tools are �xed to appropriate machines and just
parts move around the machines by AGVs for parts.
On the contrary, in the tool movement policy, parts are
assigned to the machines at �rst and tools move around
the machine with TDSs by AGVs for tools. Finally,
in the third policy, parts and tools can move around
the machine with corresponding AGVs in the planning
horizon, simultaneously. Although planning in the last
policy is more complex, it has more exibility. It is
also expected that the makespan may decrease in this
situation. The following assumptions are considered
for the concerned problem.

� Each part type (order) has its own operation(s),
and each of them can be performed by di�erent
alternative machine-tool combinations;

� Each operation can be performed with only one
machine-tool combination in the whole planning
horizon;

� Performing each operation on each machine-tool
combination has its own time depending on the
combination;

� Each tool can be placed in each machine so that the
goal of increasing exibility is achievable;

� Tools movement time by AGVs for tools and parts
movement time by AGVs for parts and construction
time of their combination are not considered;

� Precedence relationship between operations of each
part type is considered;

� At each time slot of the planning horizon, a tool can
make at most one machine-tool combination and it
cannot be duplicated;

� Raw materials are kept up in the corresponding
storage and after performing the last operation of
each part type, they will be sent to the �nished
product storage. The corresponding traveling times
of storages are ignored;

� There are no constraints on availability of AGVs,
pallet, �xture, etc.

3. Mathematical formulation

As mentioned earlier, scheduling of operations with dy-
namic machine-tool selection and operation allocation
is considered in this paper. In this work, minimization
of the makespan is signi�cant as the objective function.

3.1. Notations
sets
p Index of parts; p = 1; :::; P , where P is

the number of part type.
o Index of operation(s) of part type;

o = 1; :::; Op, where Op is the last
operation of part type p.

l Index of tools; l = 1; :::; L, where L is
the total number of tools.

m Index of machine; m = 1; :::;M , where
M is the number of available machines.

k Index of time slot; k = 1; :::;K, where
K is the maximum time horizon.

Parameters
Tpoml Machining time for operation o of part

type p using machine-tool combination
m� l.

Cp Completion time of part type p.
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Decision variables
ypoml 1 if operation o of part type p is

performed using machine m and tool l;
and 0, otherwise.

vpomlk 1 if operation o of part type p is
performed using machine m and tool l
in time slot k; and 0, otherwise.

spok 1 if performing of operation o of part
type p is started in the kth slot of time
horizon; and 0, otherwise.

fpok 1 if performing of operation o of part
type p is �nished in the kth slot of
time horizon; and 0, otherwise.

3.2. Mathematical model
This section presents the mathematical model for the
scheduling problem:

Min z = fMaxfCpgg ; (1)

s.t.

Cp =
X
m

X
l

(yp;o;m;l � Tp;o;m;l) +
X
k

k � sp;o;k; (2)

X
k

sp;o;k = 1 8p; o; (3)

X
k

fp;o;k = 1 8p; o; (4)

X
k
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!
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m
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l

Tp;o;m;l � yp;o;m;l 8p; o;m; l; (12)

X
m

X
l
vp;o;m;l;k � 1 8p; o; k; (13)

X
p

X
o

vp;o;m;l;k � 1 8m; l; k; (14)

X
p

X
o

X
m

vp;o;m;l;k � 1 8l; k: (15)

The objective function (1) minimizes the makespan
(i.e., the time required to complete all orders). In
the above mathematical model, completion time, Cp,
of part type, p, equals the ending time of the last
operation, Op, of that part, p, and can be calculated
according to Eq. (2). Eq. (3) states that each oper-
ation, o, of each part must be started in a time slot.
Eq. (4) insures that each operation, o, of each order is
�nished in a time slot. Precedence constraints between
operations of each part type are guaranteed with Con-
straint (5). Constraint (6) ensures that each operation,
o, of each part, p, is performed with one machine-tool
combination m � l. Constraint (7) guarantees that if
operation, o, of part, p, is assigned to machine-tool
combination, m� l, it is performed in at least one time
slot k. Also, this constraint states the relationship
between two zero-one variables. Constraints (8)-(10)
indicate the relationship between the binary variables.
Performing each operation, o, of each part type, p,
with each machine-tool combination, m � l, needs a
given time, Tpoml. Eq. (11) states, as much, the given
time must be time slot(s) of the assigned machine-
tool combination, m � l. Eq. (12) assures that once
operation o starts, it will be terminated consecutively
on time slot(s) without interruption. Constraint (13)
shows that each operation o of each part type p can be
performed in a time slot k at most with one machine-
tool combination, m � l. Constraint (14) states that
with each machine-tool combination, m � l, at each
time slot k, at most one operation o can be processed.
Constraint (15) guarantees that each tool in each time
slot can be used at most in one machine for performing
operations.

4. Evolutionary algorithm

Evolutionary Algorithms (EA) are subsets of populat-
ion-based heuristic algorithms. They are most famous
as stochastic search methods and use mechanisms (e.g.,
crossover and mutation) inspired biological evolution.
In these algorithms, the �tness function of each can-
didate solution, as individuals, determines the quality
of the solutions. By repeating the application of many
operators (Figure 1), evolution of the population takes
place [27].

4.1. Modi�ed evolutionary algorithms
As mentioned earlier, due to the NP-hard nature of the
given scheduling problem, �nding an optimal solution
in a reasonable time to large-size problems is not
possible or is said to be costly e�ective. Although
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Figure 1. Framework of the proposed EA.

the exact methods �nd global optimum in small-size
problems in most cases, a trade-o� between cost and
time is needed. In fact, if suitable non-exact methods
are selected and designed well, then it can be expected
that they can �nd good solutions. In this paper, a
modi�ed evolutionary algorithm is presented with its
own representation and particular operators given in
the following subsections are explained.

4.1.1. Representation
A good representation of solutions is the �rst and most
important step in increasing the e�ciency of any meta-
heuristic algorithm. In the proposed EA, each chro-
mosome represents a possible solution to scheduling of
part types and has n genes, where n is the summation
of operations of all parts. In this representation, each
gene of a chromosome is related to one operation of one
part type, respectively. In fact, the leftmost gene is for
the �rst operation of the �rst part type, p1o1, and the
rightmost gene of each chromosome is for the last op-
eration of the last part type, Pop (Figure 2). Also, each
gene consists of three parameters representing machine
m, tool l, and scheduling priority s of that operation on
the corresponding machine, respectively. For example,

Figure 2. Representation of a chromosome with its genes.

if the �rst gene has been valued \213" randomly, it
means that operation 1 of part type 1 will be performed
on machine 2 combined with tool 1, and the scheduling
priority of this operation is after two other operations
and this operation is the third operation that must be
considered on machine 2 (scheduled).

Genes of each chromosome for assigning the
machine-tool combination and scheduling priority are
selected randomly among those not still valued so that
precedent relationships between operations of each
part can be considered. Selection order s of each gene
is its scheduling priority. Also, for the selected gene,
a machine-tool m � l combination must be selected
randomly.

4.1.2. Initialization population
At the �rst step of the EA, according to the data of
the problem as input data, a set of chromosomes as
random candidate solutions must be generated.

4.1.3. Fitness function
As mentioned earlier, each chromosome is construc-
ted by assigning the machine-tool combination and
scheduling priority of its machines to its genes, ran-
domly. It is noted that each machine-tool combination
has its particular time for performing the correspond-
ing operation of that gene. Thus, the same time
slot(s) is (are) needed for performing that operation
numerically. The �tness value in the modi�ed EA is
the objective function (i.e., makespan) of the developed
mathematical model. Among the machines used in
each chromosome, chr, their machining �nish time,
FTm, in the corresponding production planning is con-
sidered and the �tness of that chromosome is computed
by:

Makespan(chr) = Max(FT1; FT2; :::; FTM ): (16)

Figure 3 shows a given chromosome for a problem
with three parts, each having three operations. In this
chromosome, just two machines and two tools are used.
The algorithm has assigned machine-tool combinations
randomly for operations (i.e., as genes in the chromo-
some) considering the sequence of performing them on
each machine.

According to the produced solution, the sequence
of performing operations on m1 is p2o1, p1o2, p3o2, and
p2o3, respectively, and this sequence for m2 is p1o1,
p3o1, p1o3, p2o2, and p3o3, respectively. Figure 4 rep-
resents the real scheduling of the randomly generated
chromosome (i.e., Figure 3) so that it has two rows,
each for each machine used in the chromosome; also, k
is the time slot and the four numbers in each box mean
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Figure 3. Randomly generated chromosome with three parts.

Figure 4. Real scheduling of the mentioned chromosome.

part number, operation number for each part, machine
number, and tool number, respectively. Moreover,
hatch lines in each row indicate the machine idle times.
Chromosome �tness is 14 according to Eq. (17):

Makespan (the example chromosome)

= max(14; 13) = 14: (17)

4.1.4. Parent selection
Parent selection is a mechanism for selecting appro-
priate individuals from the current population (gener-
ation) in order to produce the next population. The
most popular parent selection mechanism used in EAs
is �tness proportionate selection that has proved to
have many problems [28] such as:

� A chromosome with very high quality can quickly
defeat the others if the quality of the rest of the
population is very low;

� In the last generations, the chromosomes will be
similar and have the same �tnesses. Then, the
parents selection will be di�cult and it is like the
random selection;

� It is very sensitive to the function transposition.

Although many approaches have been proposed
that overcome some of the drawbacks of the �tness
proportionate selection, this mechanism needs too
much computing time to sort the solutions. Because
of this problem in the proposed EA, tournament selec-
tion has been used as a parent selection mechanism.
Tournament selection is good method that has not the
above drawbacks and picks k (i.e., tournament size)
members randomly; then, it selects the best of them
and repeats the selection for more individuals. In this
method, adjusting of selection pressure is easy and this
occurs by changing the size of the tournament. For
example, if the size of the tournament increases, then
the chance of selecting weak chromosome becomes less.

4.1.5. The proposed crossover operator
Crossover is one of the popular operators of EAs that
tries to use a combination of genes of parents to pro-
duce new chromosomes that share many characteristic
with their parents as o�spring (i.e., child). In the 1-
point crossover, a number is selected randomly that

corresponds to the length of parent chromosomes; then,
the genes are exchanged between parents in order to
create two new o�spring. In the case of N -point
crossover, the same N points are selected randomly and
relocation of them is performed. In uniform crossover,
each gene of each o�spring inherits a chromosome from
the parent with a pre-determined probability [29,30].
Each of these operators has di�erent destruction rates
that means how much producing o�spring is di�erent
from their parents. N -point and uniform crossovers are
much suitable for the proposed EA if their destruction
rate can be controlled during the running of the EA.
The destruction rates of these two operators are high,
which is too dangerous at the end of a generation. In
this paper, a new kind of N -point crossover is proposed
that can be exible for having di�erent destruction
rates. The whole generation is divided into three
stages. At the �rst stage, the need to be cautious for
destruction is not important; EA randomly chooses the
value of N close to the length of the chromosome. In
the middle stage of running the EA, it randomly uses
the amount of N that can be appropriate to the half
size of the chromosome. In the last stage of running
the EA, the amount of the destruction rate must be
low so that crossover acts similar to 1-point crossover
with lower dissimilarity results in the o�spring.

In the proposed EA, due to the nature of the
scheduling problem and considering di�erent machine-
tool, m� l, combinations, a speci�c heuristic crossover
as 1-point crossover, namely, semi-crossover operator is
designed. In this kind of crossover, only a machine-tool,
m � l, combination between two parent chromosomes
must be exchanged. In fact, scheduling priorities
identically one by one will be transferred as the parents
as shown in Figure 5.

In order to retain the e�ciency of the crossover
operator in the proposed EA, another type of this
operator is used to aid the algorithm in avoiding the
premature convergence to local optimum. In this type
of semi-crossover, only the third parameters of genes
are exchanged between two parents one by one, and
two o�spring are produced. These two types of semi-
crossover operator are used in the proposed EA with a
given probability. It is notable that after applying semi-
crossover operators, another algorithm is used for mak-
ing the production of new o�spring feasible. In fact,
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Figure 5. Two types of semi-crossover operator applied in the proposed EA.

Figure 6. Mutation operators used in the proposed EA.

this algorithm is checked if the assigned machine-tool
is not proper for performing the intended operation.
The algorithm considers a high machining time for it
(i.e., M) so that the performance of the chromosome
declines and somehow a chromosome can be removed
because this chromosome has high penalty and low
e�cient. Also, for duplicated priority parameters as
the third parameter, the algorithm is checked for any
infeasibility. If necessary, the priority of performing an
operation on a machine is modi�ed so that minimum
change occurs compared with the initial state and,
if necessary, the algorithm considers the feasibility
condition and assigns the priority of performing this
operation randomly.

4.1.6. Mutation
Another popular operator of EAs is mutation that is
similar to biological mutation and it is used in order
to retain diversi�cation ability of the algorithm. The
mutation operator tries to alter the value of gene(s)
from its initial state in order to help the algorithm
escape from local optimum. By applying this operator,
the new o�spring may be entirely di�erent from the
previous one. Mutation occurs during evolution ac-
cording to a user-de�nable mutation probability. This
probability should be set low. If it is set too high, the

search will turn into a primitive random search [28] and
this operator can control the speed of convergence of
the algorithm to local optimum [31]. In order to utilize
the bene�ts of this operator, a kind of mutation is
designed in the proposed EA. In this kind of mutation,
each time a chromosome is selected randomly, a gene
must be selected randomly and its machine-tool, the
�rst and second parameters, undergoes mutation. In
this type, a new machine-tool combination is assigned
to the corresponding operation and after that, if the
correct scheduling priority between operations of each
part is violated, another algorithm is used to change
the new chromosome to a feasible one. In the second-
type mutation, just the scheduling priority of all genes,
the third parameter of the selected chromosome, must
be determined again randomly. It is noted that this
exchange should not violate precedence constraints
between operations. It must be noted that in the
proposed EA, the mutation with a predetermined rate
is used (Figure 6).

4.1.7. Survival selection
A survival selection mechanism is used in EAs to
distinguish among chromosomes based on their quality
and it is used after creating o�spring by crossover
and mutation. In fact, it seeks the chromosomes that
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are quali�ed to go to the next generation among the
current population and o�spring. In the proposed
EA, 70% of the best o�spring and the best 30% of
the current population are capable to go to the next
population (i.e., survived).

4.1.8. Termination condition
A termination condition checks every generation. If one
of the two points of reaching stagnation of �tness or
reaching the allowed maximum number of generations
is satis�ed, the algorithm will be stopped.

4.2. Island model
As mentioned earlier, the idea of the island model
that is applied to the modi�ed EA utilizes many sub-
populations (i.e., islands) to keep diverse directions in
the search space at the same time. Increasing speed of
the search process that leads to �nding solutions with
higher quality through generations is the advantage of
this kind of EAs [6,32]. In this work, the modi�ed
island model is a multi-population model that enables
the exchange of individuals among subpopulations (i.e.,
migration) by a pre-determined rate. It is notable
that migration interval (or migration frequency) is the
number of generations after which migration should
occur and migration rate determines how many in-
dividuals should migrate at the predetermined times.
These are two key parameters of the island model [30].
Island model contains migration mechanism, which has
many advantages over the simple EA, and migration
algorithms are more likely to evolve in the nature.
Also, they help an algorithm not to get stuck in
local optimum by injection of individuals to each
generation. Ultimately, it expectedly provides more
diversi�cation compared to ordinary models. Having
multiple subpopulations helps to preserve diversity of
the algorithm, since each island can potentially follow
a di�erent search path through the search space. In
implementing the island model, all of the islands can
be executed in a core (i.e., machine) as a serial single
population model or multiple cores (i.e., machines) as
parallel implementation.

In this paper, the �rst method is applied. Each
island works in association with other islands by pe-
riodically exchanging a portion of its population in
a process called migration. Improvement in search
quality is due to the fact that various islands maintain
some degrees of independence and explore di�erent
regions of the search space while, at the same time,
they share information by means of migration, which
helps to sustain diversity of the algorithm. In this
approach, a number of islands are considered whose
pre-determined chromosomes or population sizes are
identical. In the proposed island model, right after
selection and before mating, the migration mechanism
is applied and afterwards, the local iteration of EA

Figure 7. Island model consisting of three islands.

resumes. In the proposed island model, at the time
of migration or in the communication phase, the four
best chromosomes are exchanged with four worse ones
between each pair of neighbors. Figure 7 shows an
island model that contains three islands, each of which
running its evolutionary algorithm; in the predeter-
mined interval time, migration between islands with
predetermined size occurs.

5. Computational results

As mentioned before, the EA is an intelligent ex-
ploitation of a random search that maintains a pop-
ulation of n chromosomes with the associated �t-
ness values. Parents are selected to mate, based on
their �tness, producing o�spring via a reproductive
plan. Consequently, highly �t solutions are given more
opportunities to reproduce so that o�spring inherit
characteristics from each parent. As parents mate and
produce o�spring, room must be made for the new
arrivals since the population is kept at a static size.
Individuals in the population die and are replaced by
the new solutions, eventually creating a new generation
once all mating opportunities in the old population
have been exhausted. In this way, it is hoped that
by successive generations, better solutions will thrive
while the least �t solutions die out.

New generations of solutions are produced con-
taining, on average, better genes than a typical solution
in the previous generation. Each successive generation
will contain more good `partial solutions' than the pre-
vious generations. Eventually, once the population has
converged and it does not produce o�spring noticeably
di�erent from those in the previous generations, the
algorithm itself converges to a set of solutions to the
problem at hand.

In this paper, many problems with di�erent sizes
are produced randomly and solved with the developed
mathematical model by a Branch-and-Bound (B&B)
method as exact method for �nding global optimum.
The proposed EA and island model do not guarantees
on �nding a global solution. The solutions are obtained
by the B&B method using LINGO 10.0 software. The
proposed EA is coded using Microsoft Visual C# on
a computer with 2.0 GB Ram and Intel Core 2 Duo
3.0 GHz processor. Table 1 shows the parameters
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Table 1. Details of parameters for the random sample problems.

Parameters Range

Shop
Number of machines Uniform (1-5)
Number of tools Uniform (2-6)
Machining time of each machine-tool m� l combination Uniform (1-10)
Orders
Number of part types Uniform (1-15)
Number of operations Uniform (1-10)

Table 2. EA and island model parameters.

Island model EA
Number of islands 5 -
Subpopulation size 100 -
Migration size 4 -
Migration interval 20 -
Population size 5�100 500
Crossover probability 0.9
Mutation probability 0.1
Termination condition 700 generations or stagnation
Fitness function Makespan

used for making the random FMS problems. For
this purpose, a set of 16 problems ranging from small
and medium-size problems to 11 large-size problems
is considered. Details of these problems and the
resultsobtained by the methods are shown in Tables 2
and 3. In Table 3, the makespan and CPU time are
shown as the two performance measurement factors
of the proposed methods. It is obvious that due to
the NP-hard nature of the FMS scheduling problem,
�nding global optimum for large-size problems is not
feasible and it increases exponentially as shown in
Figure 8. According to the obtained results, the CPU
times of the modi�ed EAs for large-size problems in
comparison with those of the B&B method are more
e�cient. Although this is predictable, the quality of
the EAs should be checked. In fact, if the proposed
EA for small and medium-size problems is not capable
to �nd good solutions, resembling global solutions,
then the hope for �nding good solutions to large-size
problems is not reasonable. According to the obtained
results of EA, which are presented in Table 3, makespan
deviation mean of the EA and B&B methods is 3.7%
that shows the e�ciency of the EA for this problem in
�nding global solutions. This value for the island model
is 1.6% that shows it is more e�cient. Due to bene�ts
of the proposed island model, migration advantages,
diversi�cation, and intensi�cation are used more and
this fact leads to better solutions. It should be noted
that due to applying of many EAs simultaneously in the
island model, the computational times is more; thus,
this problem can be solved by using multiple cores and

Figure 8. CPU time of the B&B method.

assigning each EA to one of them as parallel methods.
According to the obtained results, the gap between
the island model and EA for small and medium-size
problems is 1.8% that shows the e�ciency of the island
model.

In order to check the quality of the solutions
among the generations, two small and large-size prob-
lems generated randomly are selected and quality of the
process is shown in Figures 9 and 10. For this purpose,
the average �tness of 700 generations of each problem
are considered separately. According to Figure 9, for
the small-size problems, both the EA and island model
have reached the global optimum solution obtained by
the B&B method; but, the island model has better
average quality than EA and it reaches the global
optimum faster. This shows the more e�ciency of
the island model. About the large-size problems, the
average quality of the island model is better that of
the EA as well. It is noted that in large-size problems,
the di�erences between the average qualities of the
solutions have been found by the EA.

6. Conclusion

In this paper, a novel 0-1 linear mathematical model
has been represented for the scheduling problem of
a Flexible Manufacturing System (FMS) with a part



774 M.H.M.A. Jahromi et al./Scientia Iranica, Transactions E: Industrial Engineering 24 (2017) 765{777



M.H.M.A. Jahromi et al./Scientia Iranica, Transactions E: Industrial Engineering 24 (2017) 765{777 775

Figure 9. Results obtained by the EA and island model
for small-size problems.

Figure 10. Results obtained by the EA and island model
for large-size problems.

and tool movement policy (i.e., dynamic policy). The
objective function of this developed model has been
to minimize the makespan. Due to an NP-hard
nature of the given problem, a modi�ed EA and
an Evolutionary Algorithm (EA) including the island
model have been developed. The island model bene�ts
from a migration mechanism, which has two essential
factors of migration size and migration interval that
determine when and how many individuals should be
exchanged between islands. In fact, each island is
an EA that is run independently. During running,
migrations occur, which are similar to evolution in
nature. A number of randomly generated problems
with di�erent sizes have been produced and solved with
a Branch-and-Bound (B&B) method, EA, and island
model. The results show that EAs perform well for
small-size problems compared to the B&B method in
both time and objective function values. For large-size
problems, the B&B method could not reach a feasible
solution area to the problem and lost its functionality
while EAs showed good performance in terms of both
time and quality of the derived solutions. The results
show that the island model has more e�ciency than
the EA, which arises from a migration mechanism. For
the future research, this problem can be solved with

other meta-heuristics and more real situations, such as
preventive maintenance and fuzzy parameters.
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