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Abstract. In this paper, for a given infeasible network, we change the lower and upper
bounds, such that the sum of the violations costs from the lower and upper bounds is
minimum. We call this problem as the adjusting problem and show that it is transformed
to a minimum cost ow problem on a special parallel network. Thus, the adjusting problem
is solved using minimum cost ow algorithms. Solving a minimum cost ow problem with
parallel arcs, in practice, is complicated and needs more time in comparison with a minimum
cost ow problem without parallel arcs. If the parallel arcs are eliminated, then, we achieve
substantial saving in the storage requirements, which translates into enhanced speed of
algorithms. One of the best algorithms to solve the minimum cost ow problem is the cost
scaling algorithm of Goldberg and Tajan (1990). In this paper, we present two modi�ed
versions of their algorithm to solve the adjusting problem. In the �rst modi�cation, in
order to achieve an enhanced speed of algorithm, the parallel arcs are eliminated using an
especial residual network. In the second modi�cation, the adjusting problem is transformed
to a convex cost ow problem, and the cost scaling algorithm is modi�ed in a way which
performs fewer operations than our �rst implementation.
© 2017 Sharif University of Technology. All rights reserved.

1. Introduction

A wide variety of engineering and management prob-
lems involve optimization of network ows, that is, how
objects move through a network. Examples include
coordination of trucks in a transportation system,
routing of packets in a communication network, and
sequencing of legs for air travel. Such problems often
involve few indivisible objects, and this leads to a
�nite set of feasible solutions. Li et al. [1] presented
a good survey of network ow applications. Some
recent applications of network ows problem have been
presented in [2-10].

Let D = (N;A) be a directed network with node
set, N , arc set, A, lower bounds, l, and the upper
bounds, u. Network D is feasible if there is a ow,
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x, satisfying in the following conditions:

Conservation:X
j2N

xij �X
j2N

xji = 0; for each i 2 N: (1)

Boundedness:

lij � xij � uij ; for each (i; j) 2 A: (2)

A classic method to diagnose the feasibility or infea-
sibility of D is to �rst choose any x0, satisfying the
boundedness, and compute excess ei at each node i,
de�ned by ei =

P
j2N x0ji �Pj2N x0ij . De�ne a source

node s, and a sink node t. For every node i with
ei > 0, introduce an arc (s; i) with upper bound ei,
and for every node j with ej < 0, introduce an arc
(j; t) with upper bound �ej . For each arc (i; j) in the
original network, de�ne two arcs (i; j) and (j; i) with
upper bounds uij � x0ij and x0ij � lij . All arcs in the
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transformed network have a lower bound of zero. There
exists a feasible ow for the original network if and
only if the maximum ow from node s to node t in the
transformed network saturates all arcs from s (to t)
(see [11]). A faster algorithm to solve the maximum
ow problem was presented by Orlin [12]. Other
methods, for diagnosing feasibility or infeasibility of a
network, were discussed in [13-31]. Some recent related
results are presented in [32-35].

Infeasibility may be introduced into a network
during formation, reformation, or when combining
several smaller models into one large model (as is often
done in econometrics). But, what should we do if the
network D is infeasible? In this paper, we decrease
some lower bounds and increase some upper bounds
in order to achieve feasibility. Let bij be the cost
of increasing uij or decreasing lij by one unit. It is
very important that the bounds are relaxed, such that
the sum of costs of relaxation is minimum. Denote
the lower and upper relaxations of the bounds by pij
and qij , respectively. Consider the following problem,
which we call it the adjusting problem:

min
X

(i;j)2A
bij(pij + qij);

s.t.
X
j2N

xij �X
j2N

xji = 0; for each i 2 N;

max (0; lij � pij) � xij � uij + qij ;

for each (i; j) 2 A:
Note that max(0; lij � pij) is used instead of lij � pij
in order to have nonnegative lower bounds. Mc-
Cormick [16] considered a special case of this problem
with bij = 1 for each (i; j) 2 A. He called this
special case as the minsum objective and presented
some methods to solve it (see Pages 185-187 of [16]). In
this paper, we consider the general case of bijs and show
that the adjusting problem is solved by the minimum
cost ow algorithms using a parallel network that has
three parallel arcs between each pair node. Thus, the
adjusting problem is transformed to a minimum cost
ow problem on a special parallel network; we call this
problem as the PA-problem. Therefore, each minimum
cost ow algorithm solves the adjusting problem.

Let n, m, U , and C be the number of vertices,
number of arcs, maximum arc capacity, and maximum
absolute value of an arc cost, respectively. The best
running times for the minimum cost ow problem
are the O((m logU)(m+ n log n))-time method of Ed-
monds and Karp [36], the O(nm log(n2=m) log(nC))-
time method of Goldberg and Tarjan [37], the
O((m log n)(m+n logn))-time method of Orlin [38] and
Vygen [39], and the O(nm(log logU) log(nC))-time of

Ahuja et al. [40]. Each of these algorithms is the best
for a di�erent range of parameters n, m, U , and C.
Some recent papers on the minimum cost ow problem
have been presented in [41-51].

Ahuja et al. [11] called the algorithm of Goldberg
and Tarjan as the cost scaling algorithm. Solving
a minimum cost ow problem with parallel arcs, in
practice, is complicated and needs more time in com-
parison with a minimum cost ow problem without
parallel arcs. In the �rst part of this paper, the
cost scaling algorithm is modi�ed for the PA-problem,
in which there exist three arcs between each pair
node; the number of arcs is 3m. Although using
3m instead of m cannot improve the running time of
the cost scaling algorithm, but if the parallel arcs are
eliminated, then we achieve substantial saving in the
storage requirements, which translates into enhanced
speed of algorithms. We construct a special residual
network that permits us to eliminate the parallel arcs.

In the second part of this paper, our second
implementation of the cost scaling algorithm is pre-
sented. We convert the adjusting problem to a convex
minimum cost ow problem and modify the cost scaling
algorithm to solve it. We prove that our second
implementation of the cost scaling algorithm performs
fewer operations than our �rst implementation.

This paper consists of �ve sections, in addition
to Introduction. Section 2 is a review of the cost
scaling algorithm due to Goldberg and Tarjan [37].
In Section 3.1, the adjusting problem is transformed
to a minimum cost ow problem, where there exist
three parallel arcs between any pair of nodes. The
adjusting problem is transformed to a convex cost ow
problem in Section 3.2. In Section 4.1, our modi�cation
of the cost scaling algorithm to solve the adjusting
problem on the parallel network is presented. Our
implementation on the convex cost ow problem is
described in Section 4.2. The comparison of our two
implementations is presented in Section 5. Finally,
Section 6 concludes the paper.

2. Goldberg and Tarjan's algorithm

Our algorithm requires some understanding of the
linear cost scaling algorithm for minimum cost ow
problem. We refer the readers to the paper by Goldberg
and Tarjan [37] or the book of Ahuja et al. [11] for a
description of this algorithm. We now briey describe
it using the notation given in [11]. The minimum cost
ow problem is:

min
X

(i;j)2A
cijxij ;

s.t. Conditions (1) and (2) are satis�ed:
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A pseudoow x is any function x : A! R that satis�es
the boundedness on arc ows, but may violate the
conservation constraints at nodes. For any pseudoow
x, the imbalance of node i is de�ned as:

e(i) =
X

fj:(j;i)2Ag
xji � X

fj:(i;j)2Ag
xij ; for all i 2 N:

We refer to a pseudoow x with e(i) = 0 for all i 2 N
as a ow.

The cost scaling algorithm proceeds by construct-
ing the residual network G(x) de�ned as follows with
respect to a pseudoow x. For each (i; j) 2 A, the
residual network G(x) contains two arcs: (i; j) and
(j; i). The arc (i; j) has cost cij and residual capacity
rij = uij � xij ; the arc (j; i) has cost cji = �cij and
residual capacity rji = xij .

The linear cost scaling algorithm maintains a
value �(i) for each node i 2 N . We refer to the
vector � as a vector of node potentials. For a given
residual network, G(x), and a set of node potentials,
�, the reduced cost of an arc (i; j) is de�ned as c�ij =
cij ��(i) +�(j). A ow or a pseudoow x is said to be
�-optimal for some � > 0 if x, together with some node
potential vector �, satis�es the "-optimality conditions:
c�ij � �" for every arc (i; j) in G(x).

Lemma 1 [37]. For a minimum cost ow problem
with integer costs, any feasible ow is �-optimal when-
ever � � C. Moreover, if � < 1=n, then any �-optimal
feasible ow is an optimal ow. �

The algorithm treats � as a parameter obtaining
�-optimal ows for successively smaller values of �.
Initially, � = C and � = 0. The algorithm performs
cost scaling phases by repeatedly applying an improve-
approximation procedure that transforms an �-optimal
ow into an �=2-optimal ow.

Hence, by Lemma 1, after 1 + log(nC) phases,
the algorithm terminates with an optimal ow. Al-
gorithm 1 shows the framework of the cost scaling
algorithm.

The essential operation in each phase is the
improve-approximation procedure that transforms an
�-optimal ow into an �=2-optimal ow. It does this

Algorithm 1. Framework of Goldberg and Tarjan's algo-
rithm.

by converting the input �-optimal ow into a 0-optimal
pseudoow, and then converting the pseudoow into a
ow while always maintaining an �=2-optimal solution.
For converting the �-optimal ow into a 0-optimal
pseudoow, the improve-approximation procedure lets
xij = 0 if c�ij > 0, and lets xij = uij if c�ij < 0. An
arc (i; j) in the residual network is called admissible if
��=2 � c�ij � 0, and a node i is called active if e(i) > 0.

For changing the 0-optimal ow into an �=2-
optimal ow, the basic operation is to select an active
node i and perform pushes on admissible arcs (i; j)
emanating from node i. If � < rij , then the push is
called a nonsaturating push, or else a saturating push.
When the network contains no admissible arc, the
algorithm updates the node potential �(i) by relabeling.
Algorithm 2 summarizes the improve-approximation
procedure.

The improve-approximation procedure performs
O(n2m) pushes and O(n2) labels [37]. Thus, the
procedure runs in O(n2m) time, and the running time
of the algorithm is O(n2m log(nC)). Goldberg and
Tarjan [37] used the dynamic tree data structure to
improve the procedure. The heart of this method is the
procedure send(i), which pushes ow along a path P
from a nonroot active node i to the root of the tree
containing the node i and repeats these steps until
e(i) = 0 or node i is a tree root. The value of push
on path P is computed by � = minfe(i);minfrij :
(i; j) 2 Pgg. The improve-approximation procedure
using the dynamic tree structure is implemented in
O(nm log(n2=m)) time [37]. Therefore, the cost scal-
ing algorithm runs in O(nm log(n2=m) log(nC)) time,
which is one of the best running times to solve the
minimum cost ow problem.

3. Transformations of the adjusting problem

3.1. Solving the adjusting problem using
min-cost ow algorithms

In this section, the adjusting problem is transformed
to a min-cost ow problem using a parallel network.
Supposing that an infeasible network is given, we

Algorithm 2. Procedure improve-approximation.
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replace each arc by three parallel arcs with upper
bounds lij , uij� lij ,1, lower bounds 0, 0, 0, and costs
�bij , 0, bij , respectively. The new network is a parallel
network, which each arc (i; j) on the original network is
replaced with three arcs (i; j)1, (i; j)2, and (i; j)3 on the
parallel network (see Figure 1). Consider the minimum
cost ow problem on the parallel network; we call it the
parallel adjusting problem or the PA-problem.

Theorem 1. The adjusting problem is solved using
each solution of the PA-problem.

Proof. Let x� be an optimal ow for the PA-problem
and x�ij(1), x�ij(2), and x�ij(3) be the ows on arcs
(i; j)1, (i; j)2, and (i; j)3, respectively. For each arc
(i; j), de�ne:

xij = x�ij(1) + x�ij(2) + x�ij(3): (3)

By Eq. (3), Figure 1, and the de�nition of bij , we yield
the sum of the violations costs from the lower and upper
bounds in the original network with respect to x is
minimum. �

Therefore, for solving the adjusting problem, it
is enough that we solve a minimum cost ow problem
on the parallel network. Sometimes, the values of the
adjustment costs in the adjusting and PA problems are
di�erent, but they conclude the same feasible ow. For
example, consider the given network in Figure 2. This
network is infeasible and can be feasible by lowering
the capacity lower bound of (y; z) from 3 to 2. So,
the adjustment cost is 1. In the corresponding PA-
problem, we have arcs (x; y)1 and (z; x)1 with (cost,

Figure 1. The arcs between a pair of nodes in the
parallel network.

Figure 2. An example network.

lower, upper) = (-1,0,1), arc (y; z)1 with (cost, lower,
upper) = (-1,0,3), arcs (x; y)2, (y; z)2, and (z; x)2 with
(cost, lower, upper) = (0,0,1), and arcs (x; y)3, (y; z)3,
and (z; x)3 with (cost,lower,upper) = (1; 0;1). Then,
we get a feasible ow by assigning ow of 1 unit on
arcs (x; y)1, (x; y)2, (z; x)1, and (z; x)2, and 2 units on
(y; z)1. The total cost is -4, which is minimum. Even
the adjustment costs are di�erent, but both of them
present a feasible network by lowering the capacity of
the lower bound of (y; z) from 3 to 2.

3.2. Transformation of the adjusting problem
as a convex cost ow problem

In this section, we look at the adjusting problem in
another way in which there is no bound on the arcs,
but the cost of ow is the following convex function:

Cij(xij) =

8><>:�bij ; if xij < lij ;
0; if lij � xij < uij ;
bij ; if xij � uij :

Thus, the adjusting problem is transformed to:

min
X

(i;j)2A
Cij(xij);

s.t.
X
j2N

xij �X
j2N

xji = 0; i 2 N:

Although there are no lower and upper constrains on
the variables xij , the next lemma shows that we can
bound it.

Lemma 2. For changing an infeasible network into
a feasible network, the maximum relaxation in a lower
bound or upper bound is nmU .

Proof. Consider an infeasible network D = (N;A).
In phase I max ow, the maximum ow from source to
sink cannot saturate all the arcs of the source. By the
phase I max ow, the sum of capacities of all arcs of
the source is

P
ei>0 ei. Consider arc (i; j) 2 A in the

worst case for saturating all arcs of the source, we relax
lij or uij by

P
ei>0 ei. Therefore, by

P
ei>0 ei � nmU ,

the maximum increase in uij or the maximum decrease
in lij is nmU . �

By Lemma 2, we conclude the following problem:

min
X

(i;j)2A
Cij(xij);

s.t.
X
j2N

xij �X
j2N

xji = 0; for each i 2 N;

kij�xij�uij+M; for each (i; j) 2 A;
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where M = nmU and kij = maxf0; lij �Mg. We call
this problem the convex-adjusting problem or the CA-
problem. Note that kij is used instead of lij �M in
order to have a nonnegative lower bound.

4. Solving the parallel adjusting and convex
adjusting problems using the cost scaling
algorithm

4.1. Describing Goldberg and Tarjan's
algorithm for the parallel adjusting
problem

By Theorem 1, the adjusting problem is solved using
minimum cost ow algorithms on the PA-problem.
In fact, we can consider the adjusting problem as a
minimum cost ow problem by replacing each arc (i; j)
with three parallel arcs (i; j)1, (i; j)2, and (i; j)3. As
mentioned in Section 2, the cost scaling algorithm
maintains a residual network at every step. The par-
allel and residual networks have parallel arcs between
any pair of nodes. For example, consider a ow of 5
units in arc (i; j) of Figure 3(a). The resulting ow in
the parallel network has 3 units on (i; j)1, 2 units on
(i; j)2, and zero units on (i; j)3 (see Figure 3(b)). The
de�nition of the residual network in Section 2 implies
that the residual network contains arcs (j; i)1, (j; i)2,
(i; j)2, and (i; j)3 (see Figure 3(c)).

The solution of the PA-problem satis�es the
property that if the ow on arc (i; j)k is positive, the
ow on each of the arc (i; j)1; � � � ; (i; j)k�1 equals the
arc's capacity, and if the ow on arc (i; j)k is strictly
less than its upper bound, the ow on each of the
arcs (i; j)k+1; � � � ; (i; j)3 is zero. Thus, each solution
of the PA-problem is called as a contiguous solution
(see [11]). The contiguity of the solution implies that if
we wish to send additional ow from node i to node j,
we will send it through the arc (i; j)2, and if we wish
to send ow from node j to node i, we send it through
the arc (j; i)2. This observation implies that we do
not need to maintain other arcs between this pair of
nodes in the residual network; maintaining just two
arcs (i; j)2 and (j; i)2 is su�cient, because those are the
arcs that matter at this point. Eliminating parallel arcs

Figure 3. (a) An (i; j) in original network. (b) Flows on
parallel arcs in the parallel network corresponding to (i; j).
(c) Arcs in the residual network.

permits us to achieve substantial saving in the storage
requirements, which translates into enhanced speed of
algorithm (for more information see [11]).

By the preceding discussion, we construct the
condensed residual network by the following method.
For each arc (i; j) 2 A, the residual network contains
two arcs (i; j) and (j; i) with the following costs and
residual capacities:

If xij < lij , then rij = lij � xij , cij = �bij , rji =
xij � kij and cji = bij .
If xij = lij , then rij = uij� lij , cij = 0, rji = kij� lij
and cji = bij .
If lij < xij < uij , then rij = uij � xij , cij = 0,
rji = xij � lij and cji = 0.
If xij = uij , then rij = M , cij = bij , rji = uij � lij
and cji = 0.
If xij > uij , then rij = uij + M � xij , cij = bij ,
rji = xij � uij and cji = �bij .

For each arc (i; j) in the condensed residual
network, the residual capacity is the maximum of ow
change, such that the ow cost remains consist. For
example, in Figure 3, we have 3 = lij < xij = 5 <
uij = 10, so, we have rij = 5, cij = 0, rji = 2; and
cji = 0.

The cost scaling algorithm for the parallel network
is exactly the same as the algorithm discussed in
Section 2. But, we construct the condensed residual
network in a di�erent way. After each push, updating
the residual network might add some arcs to the
condensed residual network, delete some others, and
change the costs of some arcs remained in the residual
network. In the dynamic tree structure of the cost
scaling algorithm, we use rijs of the condensed residual
network to compute value �. After sending � units of
ow on the path P , we update values of rij , rji, cij ,
and cji for each arc (i; j) using the de�nition of the
condensed residual network. In the condensed residual
network, we do not need to have the parallel arcs, so, we
achieve substantial saving in the storage requirements.
Hence, the condensed residual network helps to get
an enhanced speed of the algorithm to solve the PA-
problem.

4.2. Modifying Goldberg and Tarjan's
algorithm for the convex adjusting
problem

In Section 3.2, we showed that the adjusting problem
is solved using the CA-problem. In this section, the
cost scaling algorithm is modi�ed to solve the CA-
problem. For a given arc ow x, we construct the
residual network G(x) as follows: for each (i; j) 2 A,
the residual network G(x) contains two arcs (i; j) and
(j; i) with costs cij(x) and cji(x), respectively. The
values cij(x) and cji(x) depend on the value of xij :



324 M. Ghiyasvand/Scientia Iranica, Transactions E: Industrial Engineering 24 (2017) 319{329

If xij < lij , then cij(x) = �bij and cji(x) = bij .
If xij = lij , then cij(x) = 0 and cji(x) = bij .
If lij < xij < uij , then cij(x) = cji(x) = 0.
If xij = uij , then cij(x) = bij and cji(x) = 0.
If xij > uij , then cij(x) = bij and cji(x) = �bij .

As Section 2, the reduced cost of an arc, (i; j) 2
G(x), is de�ned by c�ij(x) = cij(x) � �i + �j , and arc
(i; j) is called an admissible arc if ��=2 � c�ij(x) <
0. An arc (i; j) 2 G(x) is called a forward arc if
(i; j) 2 A and is called a backward arc if (j; i) 2 A.
For modifying the cost scaling algorithm, we need the
following lemmas.

Lemma 3. In G(x), the reduced costs of arcs (i; j)
and (j; i) are not satis�ed in the case of c�ij(x) < 0 and
c�ji(x) < 0.

Proof. Supposing that for a pair (i; j) and (j; i) in
G(x), we have c�ij(x) < 0 and c�ji(x) < 0, which means
cij(x)��i +�j < 0 and cji(x)��j +�i < 0. Thus, we
get:

cij(x) + cji(x) < 0: (4)

We show that there does not exist xij to satisfy
Relation (4). If xij < lij , xij > uij , or lij < xij < uij ,
then cij(x) = �cji(x), which contradicts Relation (4).
If xij = lij , then cij(x) = 0 and cji(x) = bij . Also, if
xij = uij , then cij(x) = bij and cji(x) = 0. Hence, if
xij = lij or xij = uij , then cij(x) + cji(x) � 0, which
contradicts Relation (4). �

Lemma 3 says, for each (i; j) 2 A, at most one
of arcs (i; j) or (j; i) in G(x) violates the 0-optimality
condition. Therefore, if a forward (resp. backward) arc
(i; j) violates 0-optimality condition, then we conclude
Figure 4 (resp. Figure 5). The next lemmas show how
0-optimality condition is satis�ed when a forward or
backward arc (i; j) violates 0-optimality condition.

Lemma 4. Let (i; j) be a forward arc which violates
0-optimality conditions. fij is de�ned as shown in
Box I.

If we send fij units of ow on (i; j), then (i; j)
and (j; i) are satis�ed in 0-optimality condition.

Figure 4. A forward arc (i; j) which violates 0-optimality
condition.

Figure 5. A backward arc (i; j) which violates
0-optimality condition.

Proof. By Lemma 3, we have c�ij(x) < 0 and c�ji(x) �
0 (see Figure 4). Consider the following cases:

a) kij � xij < lij . In this case, we have cij(x) = �bij ,
so, by c�ij(x) < 0, we get �bij � �i + �j < 0, which
means:

��i + �j < bij : (5)

a.1) If ��i+�j � 0, then by increasing xij to lij ,
we get cij(x) = 0 and cji(x) = bij . Thus,
c�ij(x) = 0 � �i + �j � 0, which means that
by Relation (5), c�ji(x) = bij � �j + �i > 0;

a.2) If �bij � ��i+�j < 0, then by increasing xij
to uij , we have cij(x) = bij and cji(x) = 0,
which means c�ij(x) = bij � �i + �j � 0 and
c�ji(x) = 0� �j + �i > 0;

a.3) If ��i + �j < �bij , then by increasing xij
to uij + M , we get cji(x) = �bij . Hence,
c�ji(x) = �bij � �j + �i > 0 (note that if
xij = uij + M , then G(x) does not have arc
(i; j)).

b) lij � xij < uij . In this case, we have cij(x) = 0.
Thus, by c�ij(x) < 0, we get:

��i + �j < 0: (6)

b.1) If ��i +�j < �bij , then by increasing xij to

fij =

8>>>>>><>>>>>>:
lij � xij ; if kij � xij < lij , ��i + �j � 0; (�� 1)
uij � xij ; if kij � xij < lij , 0 > ��i + �j � �bij ; (�� 2)
uij +M � xij ; if kij � xij < lij , ��i + �j < �bij ; (�� 3)
uij +M � xij ; if lij � xij < uij , ��i + �j < �bij ; (�� 4)
uij � xij ; if lij � xij < uij , ��i + �j � �bij ; (�� 5)
uij +M � xij ; if uij � xij < uij +M . (�� 6)

Box I
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uij+M , we have cji(x) = �bij , which means
c�ji(x) = �bij � �j + �i > 0;

b.2) If ��i + �j � �bij , then by increasing xij
to uij , we get cij(x) = bij and cji(x) = 0.
Hence, c�ij(x) = bij � �i + �j � 0, which
means that by Relation (6), c�ji(x) = 0 �
�j + �i > 0.

c) uij � xij < uij +M . In this case, we have cij(x) =
bij . So, by c�ij(x) < 0, bij � �i + �j < 0. Thus, by
increasing xij to uij +M , we get cji(x) = �bij and
c�ji(x) = �bij � �j + �i > 0. �

Lemma 5. Let (i; j) be a backward arc which violates
0-optimality conditions. fij is de�ned as shown in
Box II. If we send fij units of ow on (i; j), then (i; j)
and (j; i) are satis�ed in the 0-optimality condition.

Proof. By Lemma 3, we have c�ij(x) < 0 and c�ji(x) �
0 (see Figure 5). Also, by sending fij units of ow on
arc (i; j) in G(x), the value of xji is decreased by fij
on the arc (j; i) in the original network. Consider the
following cases:

a) kji < xji � lji. In this case, we have cij(x) = bji.
Thus, by c�ij(x) < 0, we get bji � �i + �j < 0. By
decreasing xji to kji, we have cji(x) = �bji. Hence,
c�ji(x) = �bji � �j + �i > 0 (note that if xji = kji,
then there does not exist arc (i; j) in G(x));

b) lji < xji � uji. In this case, we have cij(x) = 0.
Hence, by c�ij(x) < 0, we get 0��i +�j < 0, which
means:

��j + �i > 0: (7)

b.1) If ��j + �i < bji, then by decreasing xji to
lji, we get cij(x) = bji and cji(x) = 0. Hence,
c�ij(x) = bji � �i + �j > 0, which means that
by Relation (7), c�ji(x) = 0� �j + �i > 0;

b.2) If ��j + �i � bji, then by increasing xji to
kji, we have cji(x) = �bji, so c�ji(x) = �bji�
�j + �i � 0.

c) uji < xji � uji+M . In this case, we have cij(x) =
�bji. So, by c�ij(x) < 0, we get �bji � �i + �j < 0,
or:

��j + �i > �bji: (8)

c.1) If ��j + �i � 0, then by decreasing xji to
uji, we get cij(x) = 0 and cji(x) = bji. Thus,
c�ij(x) = 0� �i + �j � 0, so, by Relation (8),
c�ji(x) = bji � �j + �i > 0;

c.2) If 0 < ��j + �i � bji, then by decreasing xji
to lji, we have cji(x) = 0 and cij(x) = bji.
Hence, c�ji(x) = 0� �j + �i > 0 and c�ij(x) =
bji � �i + �j � 0;

c.3) If ��j + �i > bji, then, by decreasing xji
to kij , we get cji(x) = �bji, which means
c�ji(x) = �bji � �j + �i > 0. �

We use Lemmas 4 and 5 to modify the cost
scaling algorithm in order to solve the CA-problem.
Algorithm 3 shows the method, which uses fijs instead
of rijs. The next lemma says that the procedure of
Algorithm 3 computes an �=2-optimal ow.

Lemma 6. The improve-approximation procedure
always maintains the �=2-optimality condition.

Proof. We use induction on the number of pushes
and relabels. At the beginning of the procedure, for
each arc (i; j) 2 G(x) such that c�ij < 0, ow is
sent on arc (i; j) using Lemmas 4 and 5. Thus, at
this point, for each (i; j) 2 G(x), we have c�ij � 0,
which means c�ij � ��=2. Hence, at the beginning
of the procedure, we have a pseudoow that is �=2-
optimal. By Lemmas 4 and 5, each saturating push
on an arc (i; j) holds the induction hypothesis. Now,
consider a non-saturating push on an arc (i; j). By
the procedure, we do the push operation on admissible
arcs, so ��=2 � c�ij < 0. Thus, by Lemma 3, we get
c�ji > 0. The cost of CA-problem is a convex function.
So, by sending ow on the (i; j), the reduced cost of the
arc (i; j) is increased (from a number which is at least
��=2), and the reduced cost of arc (j; i) is decreased.
Lemmas 4 and 5 conclude that by sending fij amount
of ow, both c�ij and c�ji become nonnegative. Hence,
by sending a ow less than fij , the reduced cost of arc
(i; j) remains between ��=2 and zero, and the reduced
cost of arc (j; i) remains nonnegative. Therefore, a non-
saturating push holds the induction hypothesis. Also,

fij =

8>>>>>><>>>>>>:
xji � kji; if kji < xji � lji; (� � 1)
xji � lji; if lji < xji � uji, ��j + �i < bji; (� � 2)
xji � kji; if lji < xji � uji, ��j + �i � bji; (� � 3)
xji � uji; if uji < xji � uji +M , ��j + �i � 0; (� � 4)
xji � lji; if uji < xji � uji +M , 0 < ��j + �i � bji; (� � 5)
xji � kji; if uji < xji � uji +M , ��j + �i > bji: (� � 6)

Box II
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Algorithm 3. Procedure improve-approximation for the CA-problem.

a relabel operation holds the induction hypothesis (see
Section 10.3 of [11]).

Our improve-approximation procedure is similar
to Section 2, but the residual capacities of fijs are used
instead of those of rijs. Thus, all arguments of the
running time analysis are similar to the cost scaling
algorithm, which runs in O(n2m log(nC)) time. In
the dynamic tree structure version of the cost scaling
algorithm, instead of rijs, we use fijs to compute �.
For each arc (i; j), both rij and fij are computed in
O(1); therefore, it runs in O(nm log(n2=m)) time.

5. Comparison of the algorithms presented in
Sections 4.1 and 4.2

Two algorithms presented in Sections 4.1 and 4.2
di�er only on fijs and rijs; Section 4.2 uses fijs, but
Section 4.1 uses the residual capacities rij . These
values are used only in push operations. In this
section, we show that the implementation of Section
4.2 performs fewer operations than the implementation
of Section 4.1.

Lemma 7. For each (i; j) 2 G(x): fij � rij .
Proof. First, consider the case that arc (i; j) is
forward. If xij < lij , then rij = lij � xij , so, by
(�� 1), (�� 2) and (�� 3), we have fij � lij � xij . If
lij � xij < uij , then rij = uij � xij , thus, by (� � 4)
and (� � 5), we get fij � uij � xij . If xij � uij , then
rij = uij + M � xij = fij . Hence, if (i; j) is forward,
then fij � rij .

Now, consider the case that (i; j) is backward. If
xji < lji, then rij = xji � kji = fij . If lji < xji � uji,

then rij = xji� lji; so, by (�� 2) and (�� 3), we have
fij � xji � lji. If xji > uji, then rij = xji � uji; so, by
(� � 4), (� � 5), and (� � 6), we get fij � xji � uji.
Therefore, if (i; j) is backward, then fij � rij . �

By the proof of Lemma 7, in cases of (� � 2),
(�� 3), (�� 4), (� � 3), (� � 5), and (� � 6), we have
fij > rij .

Lemma 8. The number of pushes in the algorithm
of Section 4.2 is less than or equal to the number of
pushes in the algorithm of Section 4.1.

Proof. First, we prove the claim for the cost scaling
algorithm without the dynamic tree structure. The
residual capacities rij and fij are used only in push
operations. The value of each push on each arc
(i; j) in Section 4.1 is A = minfe(i); rijg and it is
B = minfe(i); fijg in Section 4.2. By Lemma 7, we
yield B � A. Thus, for transforming active nodes
to nonactive nodes, the algorithm with values fijs is
faster than the algorithm with values rijs. Therefore,
the number of pushes using fijs is less than or equal to
the number of pushes using rijs. �

Theorem 2. The implementation of the cost scaling
algorithm presented in Section 4.2 performs fewer
operations than the implementation presented in Sec-
tion 4.1.

Proof. The two implementations presented in Sec-
tions 4.1 and 4.2 di�er only on fijs and rijs. The
values fij and rij are used only in push operations.
Also, active nodes are transformed into nonactive
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nodes using push operations. Thus, by Lemma 8, the
implementation presented in Section 4.2 transforms
active nodes into nonactive nodes faster than the im-
plementation presented in Section 4.1. Therefore, the
implementation presented in Section 4.2 performs fewer
push operations than the implementation presented in
Section 4.1. Other operations of the two implementa-
tions are the same, thus the claim is concluded.

6. Conclusion

This paper presents the general case of the minsum
objective de�ned by McCormick [16]. We call the
problem as the adjusting problem and transform it to a
minimum cost ow problem in a parallel network. The
cost scaling algorithm has one of the best running times
to solve the minimum cost ow problem for a range
of parameters n, m, U , and C. Solving a minimum
cost ow problem with parallel arcs, in practice, is
complicated and needs more time in comparison with
a minimum cost ow problem without parallel arcs. If
parallel arcs are eliminated, then we achieve substantial
saving in the storage requirements, which translates
into enhanced speed of algorithms. We �rst modi�ed
the cost scaling algorithm to the parallel network
by de�ning the condensed residual network, which
concludes an enhanced speed of the algorithm. Then,
the adjusting problem is transformed to a convex cost
ow problem and modi�ed the cost scaling algorithm
to solve this convex cost ow problem using Lemmas 4
and 5. We proved that our implementation on the
convex cost ow problem, in practice, performs fewer
operations than our implementation on the parallel
network.
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