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Abstract. This paper studies a specific resource-constrained project scheduling problem
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goal is to maximize the net present value of the project cash flows. The problem is first
mathematically formulated. Then, a hybrid Genetic Algorithm is proposed and tuned to
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comparing two well-known metaheuristic algorithms through a set of instances. Finally,
comprehensive computational results are illustrated and the results are analyzed and
discussed.
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1. Introduction

Scheduling plays a major role in project management
in which scheduling process decides when the project
activities will start and how they will use the avail-
able resources. The Resource-Constrained Project
Scheduling Problem (RCPSP) involves assigning the
resources to each activity considering the limitation
of resources and precedence relationship in order to
meet the specific goals. An extensive discussion on the
RCPSP problems can be found in [1].

Many researchers have investigated different vari-
ations of the RCPSP in the past decades. This research
can be classified based on the goals. There are two
major goals which are related to time and financial
aspects of the project. For this purpose, minimization
of project makespan and maximization of Net Present
Value (NPV) are considered.

Minimizing the project makespan is one of the
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popular criteria in RCPSP. In this regard, the goal is
to minimize the completion time of the project. There
are some available solution approaches for solving
RCPSP to minimize the project makespan, including
binary [2], branch-and-bound procedure [3,4], heuristic
methods [5], genetic algorithm [6], simulated annealing
approach [7], ant colony approach [8], particle swarm
optimization [9], and integer programming [10].

While many authors have focused on minimizing
the makespan, most of the research concentrates on
maximizing the project NPV [11]. In NPV max-
imization of the projects, each activity has related
positive cash flow and negative cash flow, which
demonstrate the revenue of the activity and the cost
of its execution, respectively. Some available solv-
ing methods for RCPSP with discounted cash flows
can be mentioned as branch-and-bound [12], heuristic
method [13], Tabu search [14], Lagrangian relaxation
method [15,16], depth-first branch-and-bound algo-
rithm [17], ant colony algorithm [18], and simulated
annealing with Tabu search [19].

In the above research works, the parameters of
the problem are considered as deterministic values, but
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there are some issues that happen during implementa-
tion of the projects. Because of the unique characteris-
tic of the project, predicting the parameters related to
each activity is confronted with many uncertainties and
lack of information. There are two major approaches
to tackle these uncertainties: stochastic approach and
fuzzy approach. There is much research on stochastic
approach; if interested, one can refer to [20-24].

However, due to vague information and insuffi-
cient historical data related to the activities in the
real world, project managers and experts are con-
fronted with vague conditions to make decisions. The
probability distributions are not usually available,
implying that the scientists prefer to use fuzzy set
theory instead. The fuzzy set theory is especially
well suited to handle such vague information. In
this area, Lootsma [25] concluded that the stochastic
network planning was intractable and hence suggested
fuzzy modelling instead. In his study, fuzzy modeling
has been considered closer to reality, but theoretically
not established. Dubois and Prade [26] provided an
overview of fuzzy numbers. Janczura and Kuchta [27]
investigated proactive and reactive scheduling under
fuzzy task duration. Wang [28] presented a fuzzy beam
search approach for solving the fuzzy RCPSP with
the objective of minimizing the schedule risk. Hapke
and Slownski [29] proposed uncertainty of parameters,
modeled by means of L-R fuzzy numbers in RCPSP.
Hapke et al. [30] presented an FPS (Fuzzy Project
Scheduling) decision support system applied to soft-
ware project scheduling. Wang et al. [31] considered
fuzzy RCPSP and solved it with an efficient genetic
algorithm and compared the different solutions gained
by different ranking methods of fuzzy numbers. Atli
and Kahraman [32] proposed a mathematical model to
deal with project scheduling problem under vagueness
and provided a framework of a heuristic approach
for Fuzzy Resource-Constrained Project Scheduling
Problem (F-RCPSP) using heuristic and metaheuristic
scheduling methods. Kaur and Kumar [33] provided
a fuzzy arithmetic in fully fuzzy linear programming
for getting an optimal solution.  Masmoudi and
Hait [34] proposed a greedy algorithm and a genetic
algorithm to minimize project makespan in the fuzzy
RCPCP model. Vartouni and Khanli [35] considered
Multi-Resource-Constrained Project Scheduling Prob-
lem (MRCPSP) with fuzzy activity duration times due
to the nonrenewable resources and the multiple modes.
Xu and Feng [36] investigated MRCPSP under fuzzy
randomness.

According to the above literature and to the best
of our knowledge, no research on the fuzzy RCPCP
has been undertaken to maximize the project NPV.
On the other, because of the fluctuated situation and
the existence of inflation, the interest rate of the
project, outcomes, and incomes of each activity cannot

be estimated exactly. To cope with this uncertainty
related to each parameter, in this paper, all of the
parameters are considered as fuzzy numbers. Hence,
in this paper, for the first time, a fuzzy RCPSP is
discussed in which the goal is to maximize the net
present value of the project cash flows. We call
this problem a Fuzzy Resource-Constrained Project
Scheduling Problem with Discounted Cash Flows (F-
RCPSP-DCF). We formulate the problem and propose
an efficient hybrid genetic algorithm to solve it.

The rest of the paper is organized as follows. In
the next section, we formulate the problem mathemat-
ically. A hybrid genetic algorithm is then presented in
Section 3 to solve the model. Next, in Section 4, the
parameters of the proposed algorithm are tuned and
their performances are investigated. Finally, Section 5
is assigned to conclusion remarks.

2. Problem formulation

Suppose a project has n activities indexed from 1 to n,
in which activities 1 and n are dummies that represent
the start and completion of the project, respectively.
The activities must be scheduled by considering the
precedence relations between activities and resource
constraints. Precedence relations of activities are shown
by an activity on node network with no loops. The
fuzzy cash flow associated with activity ¢ occurs at the
end of activity ¢. The parameters for F-RCPSP-DCF
can be defined as follows:

C; Fuzzy cash flow for activity ¢;

a Fuzzy interest rate;

d Fuzzy duration for activity i;

F Fuzzy finish time for activity ¢;

M, Availability level of resource 7;

l~1-r Fuzzy resource requirement of activity
1 for resource r;

p(4) The set of activities that should be

performed before activity <.

Considering discounted cash flows and resource con-
straints, the problem can be formulated as follows:

max 7 = Zé’le_&ﬁl. (1)
i=1
S.T.
F~J S E - Jl V],Vp(Z),V, (2)
S Lp<me VW, (3)
Vi
F >0, Vi, (4)
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Objective function (Eq. (1)) is to maximize the net
present value of the project cash flows. Constraint
(2) enforces the precedence relations between activities.
Constraint (3) ensures that the amount of resource con-
sumption is less than the available resources. Finally,
Constraint (4) denotes the domain of the variables.

Since Blazewicz et al. [37] showed that RCPSP is
an NP-hard problem, the F-RCPSP-DCF is also NP-
hard and therefore a hybrid metaheuristic algorithm is
proposed in the next section to solve it.

3. A hybrid genetic algorithm

Genetic Algorithms (GAs) are search algorithms based
on the mechanism of natural selection and the natural
genetics. GA starts with a population of the initial
feasible solutions; the given constraints are satisfied
and the new solutions are generated by employing the
mutation and the crossover operators. This process is
continued until the pre-specified number of iterations
is reached. In the project scheduling literature, many
researchers have applied the GA (for example, refer
to [38-40]). In this section, we propose a hybrid GA to
solve the problem.

8.1. Basic scheme of hybrid algorithm

In this part, a brief explanation of the algorithm
performances is provided. At first, initial population
is considered. In this hybrid genetic algorithm, there
are three operators: crossover operator, mutation
operator, and SA operator as the last one. The first
two of them have the probabilities of P.,. and P,
respectively, and the SA operator is implemented with
a specific probability (SA rate). In crossover operator,
the parents are selected based on the roulette wheel
selection. A partially matched crossover (PMX) is
used as the crossover operator, which is so beneficial
in this kind of problem and guarantees the sequence
without repeatable activities. A new mutation oper-
ator regarded to this problem is introduced, which is
different from the classical mutation. In this mutation,
the random sequence of some activities within the
selected sequence is chosen with random length and
the best permutation of these activities for enhancing
the solutions is considered. The drawback of genetic
algorithm is very well tackled by simulated annealing,
which has the capability to search local region in the
solution space exhaustively. SA algorithm is applied
to some chromosomes which are selected based on SA
probability. By using SA probability, the numbers of
chromosomes are obtained from the initial population
and SA algorithm is applied to these numbers of
chromosomes. After implementing the SA algorithm
on this population, the better solutions, which are
improved by SA algorithm, are merged with the other
solutions gotten from other operators in solution pool.

Finally, all of the solutions, which are obtained by
crossover operator, mutation operator, and SA al-
gorithm, are sorted based on their values of fitness
function in descendent order and the solutions are
selected according to the population size. When the
number of iterations reaches a specified number, the
algorithm would be terminated.

3.2. Solution encoding and decoding

In this study, each chromosome ¢ is a vector consisting
n genes, where n denotes the number of the project
activities. The value of each gene in a chromosome
denotes an activity number and the value of gene states
the position of that activity at generating the project
schedule. Note that, each activity can appear in the
vector at any position after all its predecessors. To
generate the schedule of an individual, we select the
activities one by one from the vector according to
their priorities and schedules it as soon as possible
in the schedule, considering precedence and resource
feasibility. Because all of the variables and parameters
in this research are considered as fuzzy numbers, for
comparison between the fuzzy numbers, a fuzzy com-
parison method should be applied. In the next part, a
brief explanation of this procedure for comparing the
fuzzy numbers is given. For decoding the procedure,
let CA be the completed activities, PA be activities in
progress, and t be the present time. As mentioned,
activities in lower position have priority for scheduling;
thus, activities are chosen based on their position and if
there are enough resources, the activities will be sched-
uled. Available resource can be computed by summing
up the resource consumption of activities in progress
and subtracting this resource consumption from the
available resource. This process is continued until all of
the activities are scheduled; then, by computing finish
time of the activity in the sequence, the fitness function
of solution can be obtained. Decoding of the algorithm
can be summarized as follows:

Set £=(0,0,0), CA = {0}, PA = {(0}.
Repeat
Until all of the activities are added to CA
Repeat
Select the activity in the least position in the
solution
If

The resource consumption is lower than the
available resource, 5 ~
Set St; = max{t, Ft )}, Fti =1+ d,

Update resource availability
Add the activity to PA
Else
Increase present time up to the earliest finish
time of the progressed activities
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Add this activity to CA
Update resource availability
End
End
End

Fuzzy comparison procedure: Most of the re-
search related to resource-constrained project schedul-
ing problem consider crisp parameters. Because of
the reasons mentioned above, the duration of activity
and other parameters in this paper are considered as
fuzzy numbers. The theory of fuzzy set was first
introduced by Zadeh [41]. In a fuzzy environment,
ranking fuzzy numbers is a prerequisite and substantial
procedure. The method of ranking fuzzy numbers
has been categorized by Yang et al. [42] into four
classes of (1) preference relation, (2) fuzzy mean and
spread, (3) fuzzy scoring, and (4) linguistic express.
Wang and Kerre [43] have mentioned that in fuzzy
literature, there exist 35 indices for the comparison
of fuzzy quantities. They categorize them into three
classes; the first one is ranking function, the second one
reference sets, and the last option linguistic approach.
In this paper, ranking of fuzzy numbers is considered
for comparison of two fuzzy numbers.

To rank fuzzy numbers, we apply a new approach
proposed by Thorani et al. [44], which uses orthocenter
of centroid of fuzzy numbers for its distance from
original point. This method can rank all types of the
fuzzy numbers, including fuzzy numbers with different
membership functions, to deal with fuzzy risk analysis
problem. This method is more flexible and practical
than the numerous methods of ranking. The centroid
of a trapezoid is measured as the balancing point of
the trapezoid and the orthocentre of these centroid
points is a much more balancing point for a generalized
trapezoidal fuzzy number. Consider A = (a,b,d,w) as
fuzzy number. In normal cases, the value of w is 1. The
orthocenter of centroid, which has the most balancing
point of fuzzy numbers, can be calculated as follows:

d—b)+w2>.

()

0 (s} = (1. L=

The ranking function of fuzzy numbers maps them into
the values for comparison. R(A) = /2 4 32 is the
FEuclidean distance from the orthocenter of the centroid
as defined from the original point. The ranking of fuzzy
numbers is as follows:

If R(A) > R(B) then A> B, (6)

If R(A) < R(B) then A< B. (7)

When two numbers are equal, each number of A or
B will be chosen randomly. If the ranking of each
number is greater than that of the other, the fuzzy

number with bigger ranking will be greater than the
second fuzzy number. In each current fuzzy time
which is greater than the previous fuzzy time, the prior
activity, based on the decoded chromosome mentioned
in the previous section, would be selected. The start
time of this activity can be obtained by comparison of
fuzzy numbers that are the finish time of the activity’s
precedents and the current time, which has no resource
limitation for performing the activity. The previous
operations are based on resource constraints and the
total resources consumption, which is used by the
activities in progress, and the candidate activity for
scheduling are compared with the resource availability.
If there is not enough resource available for performing
the selected activity, current time will be increased.
Thus, in another case, ranking of fuzzy numbers is
used to select the minimum finish time of activities in
progress. Finally, the solution with higher NPV would
be selected for the next generation according to their
fitness function.

3.3. Calculating objective function
The objective function is manipulated and applied to
some fuzzy arithmetic, which is inspired from [45]. As
a result, the objective function is modified as follows.
Consider (C?,C™,C?), (a?,a™,a’), and (F7,
F" F?) as fuzzy cash flows, fuzzy interest rates,
and fuzzy finish times, respectively. By using fuzzy
arithmetic and putting the fuzzy cash flow in Eq. (1),
the following equation can be written:

n
= E C’ie
=1

Also, using the fuzzy arithmetic mentioned by Kaur
and Kumar (2012), Eq. (6) can be produced as follows:

Z CP.CM,C%) x e 3F . (8)

(Oépaamvao) * (Fz’vaivaio)

= (min(a?F?, aPF?), o™ F" ;max(a’F’, a°F}))

— P P m m o 1o D P m m o 10
= (aPFF, a™F", a°F)— —(a?F, o™ F™, o’ FY)

o o m pm
—a’F —a™ F]
i i

(6 ,€e y

_aPFP
e i). (9)
As aresult, using the above equation and putting it into
objective function, the modified objective function can
be obtained as Eq. (7):

n
- b o oy (et —amER vy
z=3(ct.c ,Ci)x(e e Leo"F,

n
. ) L] _aP FP m opm
:E :(mln(Cpe o Fy ,Clpe ol F; ) Cm —a™ FY ,
=1
—a®F? —aP F?
max(Cle i Coe oL ) (10)
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Since maximization of ranking fuzzy objective function
leads to the same result in comparison with maximiza-
tion of the fuzzy objective function, the fuzzy objective
function can be substituted with its ranking in Eq. (8)
as follows [32]:

~ 1 (< [ CPe @ F 4 OPe—o"Ff
R(Z) =+ : :
s (3) - (55 (7

=1

CremoF = Qe
2

+ CfefanFin + CZ.Oe*O‘pF;P
2

LK (CP=CP + CHC2N ooy
—4(2( ) )e

+20me "

e
2

=1

+2cpme e

P P o _ o [
+ (Cz + |O7, | +Cl |Cz|> e @ F; ) (11)

2

3.4. Initial population

The selection of the initial population will be much
important since it affects the search area of algorithm
for several iterations. Numbers of chromosomes are
produced based on the population size. In this part,
a procedure is explained for producing feasible initial
population. First of all, the list of Eligible Activity
Set (EAS) should be composed, which contains the ac-
tivities with scheduled precedencies. EAS contains the
set of activities, among which the precedent activities
are done and do not have any limitation for execution
based on their precedencies. At each iteration, a
set called Eligible Activity Set (EAS) is constructed.
This set consists of non-selected activities of which the
predecessors in sequences have been determined. After
determination of the EAS, the activities are selected
from the EAS and their places in the sequence are
determined one by one. Then, the EAS is updated
and the iteration is repeated. The algorithm stops if
the sequence of all activities is determined. All steps
are summarized as follows [46]:

- Step 1. Define the precedence of each activity;

- Step 2. Compose the list of EAS (if all the prece-
dents of each activity are performed, the particular
activity will join the set of activities that can be

put in the sequence; these set of activities are called
EAS);

- Step 3. Select one of the activities in the EAS
randomly and locate it in the chromosome;

- Step 4. Update the list of EAS;

- Step 5. Return to Step 3 until all of the activities
are allocated in the activity list.

3.5. Crossover

In GA algorithm, new offspring are produced by apply-
ing crossover operator. In this area, several methods
have been developed for crossover operator. In this
paper, partially matched crossover (PMX) is used to
produce the offspring [47,48]. In partially matched
crossover operator, two crossover points are selected
randomly from the parents. The two crossover points
give a matching selection, which is used to affect a cross
through position-by-position exchange operations. As-
sume two chromosomes Pt; = (ji,ji,---,jl) and
Pty = (j2,53,-++,j2) as parents. For applying this
type of crossover, two points (r,k) in each pair of
parents are considered and the content between them
is substituted.

If there are some similar activities in each off-
spring, they will be changed with the related element
which is substituted. For example, consider the follow-
ing example:

Parent 1: (1,2,3,4]5,6,7|8),
Parent 2: (8,5,2,1|3,6,4|7).

If the activities 5, 6, and 7 change their positions with
3, 6, and 4 in parent 2, the produced offspring will have
the same activities in its sequence. Because activity 3
is in relation with activity 5 in parent 1, and activity
4 with 7, their positions are changed. For producing a
feasible offspring, all of the precedents of each activity
are considered and their position is checked. If their
position is after the activity, it will be placed in a
position randomly before the activity which is called
repair process.

3.6. Mutation

Mutation is a genetic operator used to maintain ge-
netic diversity from one generation to the next. For
each chromosome with n activities such as Pt; =
(ji, 73, --+ L) with a probability of P,,, the mutation
operator is applied in this procedure.

- Step 1. Consider an integer number m in the
interval of [1, n;

- Step 2. m activities in the chromosome are ran-
domly considered; for example, the rth activity up to
the (r+m)th activity in the solution are selected, e.g.
Pty = (Gl gL ,7L), which would
be a small sequence;

.1
7.]7‘+m7 e

- Step 3. All of the permutations in this sequence
are considered. Among all of the permutations, one
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feasible permutation would be selected with more
objective function value.

This solution is produced by mutation operator. The
highest value of fitness function and the feasibility of
solution will be guaranteed.

For example, in one chromosome, consider m = 3
in the sequence; all the available permutations can be
345, 354, 453, 435, 543, and 534.

Among all of those permutations, select the fea-
sible solution by considering the precedence constraint
and the solution with higher value of fitness function.

3.7. Hybridizing genetic algorithm with
simulated annealing

Simulated annealing was introduced by Kirkpatrick
[49] and is a probabilistic metaheuristic for the local
optimization problem of locating a good approxima-
tion to the global optimum of a given function in
a large search space. It is based on heating and
cooling the materials. It starts in high temperature
and by each step, the temperature goes down until
reaching the cooling temperature. In each iteration,
the temperature is cooled with a specific rate, which
is denoted as cooling rate. For minimization problem,
the neighbourhood solution with lower fitness function
replaces the pervious solution and for maximization
problems, it is correct to replace solution with larger
objective function. In each step, if the neighbourhood
solution has a better objective function, it is accepted;
however, if it has a worse value, it will be accepted by
the value of specific probability e~ or will be rejected,
in which A is the difference between the objective
functions of the previous and this iterations and t is the
temperature of the ongoing process. A random number
is defied and if the previous probability is greater
than the random number, which is between [0, 1], the
solution will be accepted. SA algorithm accepts the
solution with worse value to escape from local optima
and accept the solution with better value to direct the
algorithm to better objective function. This process is
repeated until reaching the cooling temperature.

Many algorithms are hybridized for reaching a
better solution which is globally optimized. Among
these algorithms, many introduce GA with SA for
hybridizing, e.g. [50,51].

In this paper, the rate of applying the simulated
algorithm is considered as SA rate. In the beginning of
the algorithm, the high temperature should be defined
too and in each time, SA algorithm is applied to the
population; the high temperature is cooled by the
related cooling rate and this loop is continued until
the defined number of iterations is reached. In each
iteration, the new solution (neighbourhood solution) is
obtained by swap of the two elements in the sequence,
because the new solution is not feasible in some cases.
Therefore, we first check the feasibility of new solution,

and in case of infeasibility, a repairing approach is
applied. If the solution is infeasible by considering
the precedence constraints, the next neighbourhood
solution will be generated and SA algorithm will be
continued. These explanations are considered as better
understanding of SA algorithm in the hybrid algorithm,
but the location of SA algorithm should be clarified in
the whole structure of hybrid algorithm. SA algorithm
gets its population from the whole population of the
hybrid algorithm based on its specific rate. It is
implemented on these chromosomes and new solutions
with better fitness function are merged with the solu-
tions which are taken from the crossover and mutation
operators. Finally, the best solutions based on the
population size are chosen and they will be transferred
to the new generation.

4, Computational results

In this section, the parameters of hybrid algorithm,
which are crossover rate, population size, mutation
rate, SA rate, the initial temperature, and cooling
rate, are tuned. Since the problem of RCPSP has
proved to be an NP-hard problem [37], two other
metaheuristics are considered for comparison. Because
this kind of RCPSP did not exist hitherto, there are
not any standard test problems. Some instances, which
are produced by Progen software [52], are used for
comparison of the performance of the algorithm. The
instances are used with different numbers of resources
and different interest rates. Because this software
produces deterministic problems, for adapting the in-
stances for the fuzzy model, we consider the values
gotten from Progen as the most likely elements; the
optimistic and pessimistic values of the fuzzy numbers
are obtained by decreasing and increasing random
values from the deterministic values of Progen software.
In this paper, in addition to the parameters which
are produced by Progen software, positive cash flows
and negative cash flows are considered and they are
generated randomly in the range of [0,1500]. The
numbers of resources are assumed 2, 3, and 4 and
different fuzzy interest rates, which are 0.02 and 0.03
as the most likely elements of fuzzy interest rate, are
considered.

4.1. Tuning the parameters

In order to test the effect of each parameter on the re-
sults of HGA, we need some methods to illuminate their
strength. Different levels of each parameter can cause
different results; thus, the best level of parameters
should be chosen. In this way, the algorithm can show
its best performances after tuning of the algorithm pa-
rameters. Taguchi method was used in 1940 for quality
control and quality improvement. Before using Taguchi
procedure, all of the possible examinations were done
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Table 1. HGA parameters and their levels.

Parameters Level Level Level
® @ G

Initial temperature 500 1000 1500
Cooling rate 0.94 0.96 0.98
Crossover rate 0.7 0.8 0.9
Mutation rate 0.3 0.4 0.5
Population size 50 100 150
SA rate 0.04 0.05 0.06

through the factorial design. Taguchi method decreases
the number of experiments and should be performed
for determining the importance of each factor. In this
section, we use Taguchi approach to reduce the number
of required tests. To do this, Taguchi developed a
family of full-factorial experiments, called orthogonal
array, in the early 1960s. He is regarded as the foremost
proponent of robust parameter design, which is an
engineering method to product or process a design
that focuses on minimizing variation or sensitivity to
noise [53].

After analysis and evaluation of the parameters,
three levels for each of them are chosen. In HGA al-
gorithm, the parameters are crossover rate, population
size, mutation rate, SA rate, the initial temperature,
and cooling rate, as shown in Table 1.

By using Taguchi method as the design of algo-
rithms, 26 experiments are performed for getting the
best value of each parameter as it is shown in Table 2.

By using Taguchi procedure, we get the best level
for each parameter instead of implementing so many
experiments in full-factorial design. The best value of
each parameter in HGA algorithm is shown in Table 3.

4.2. Comparison with other algorithms

In this section, for measuring the efficiency of the
proposed algorithm, we need other algorithms to com-
pare their results. As mentioned previously, resource-
constrained project scheduling problems are NP-hard
problems and because this kind of RCPSP is almost
new, there is not any solution approach to evaluate
our proposed algorithm. Hence, we applied two well-
known metaheuristic algorithms to the problem, i.e.
a classical Particle Swarm Optimization (PSO) and
a standard GA. We selected these algorithms due to
their efficiency in solving project scheduling problems;
e.g. [54-58]. The algorithms are coded with Matlab
2012 and applied to 180 instances, containing 10,
20, and 30 activities for each instance. There are
different numbers of resources to which these instances
are applied with 2, 3, and 4 resources. The interest
rates are considered 0.02 and 0.03, i.e. the most likely
elements of interest rate. The value of fitness function,
which is NPV here, is calculated by using Eq. (9).

The indices, which are used for measuring per-
formances of the algorithms, are Average Relative De-
viation (ARD), Maximum Relative Deviation (MRD),
and the number of experiments for HGA (#n) that
have the best NPV in each category in comparison with
other algorithms. The best solution is taken from the
comparison of outputs of three algorithms. The indices
are summarized as follows:

- #n: The number of instances for which the algo-
rithm found a solution better than that of the other
algorithm;

- MAD: The maximal absolute deviation from the best
solution known;

- ARD: The average relative deviation from the best
solution known;

- CPU: The average computational time of the algo-
rithm (minute).

Table 4 shows that in 159 experiments, HGA algorithm
has better performance than the PSO algorithm and
GA; it has 0.35% average deviation from the best
solution, while GA and PSO have 5.85% and 8.25%,
respectively. On the other hand, MRD for HGA is
5.03%, which is lower than MRDs for PSO and GA that
are 23.12% and 26.67%, respectively. The differences
of HGA with PSO and HGA with GA algorithms are
computed and the hypothesis test for these differences
is applied. Since the two groups do not follow the
normality distribution, we used the Mann-Whitney test
for these two independent non-normal groups. Based
on this test, the mean of the solutions of the HGA
is better than the mean of the solutions of the PSO
and the GA. Thus, it can be concluded that HGA
contains better results. The interest rate does not have
much influence on the performances of the algorithm.
By increasing the number of activities and number of
resources, the complexity of the instances will increase.
All in all, the proposed algorithm can be employed
for this kind of problem efficiently., However, the
average time of HGA is 4.74, which is greater than
the average times of PSO and GA that are 1.07 and
2.12, respectively. Thus, when considering time factor,
other algorithms are more time-efficient.

The average relative deviation for each algorithm
is explained in Table 4. Both HGA and PSO algorithms
are measured based on their RDs and the average of
RDs for each algorithm; there are many differences
between these two algorithms. RD of the best solution
for HGA is much lower than the RDs of the best
solutions for PSO algorithm and standard GA. The
average RD for HGA is much lower than those for
PSO and standard GA. It is 0.08 for PSO, 0.001 for
HGS, and 0.03 for GA in relation to instances with 10
activities; 0.07 for PSO, 0.004 for HGA, and 0.05 for
standard GA in relation to instances with 20 activities;
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Table 2. Design of experiments for tuning of HGA parameters.

Experiments Initial Cooling Crossover Mutation Population SA
temperature rate rate rate size rate
1 1 1 1 1 2 2
2 1 1 1 1 3 3
3 1 2 2 2 1 1
4 1 2 2 2 2 2
5 1 2 2 2 3 3
6 1 3 3 3 1 1
7 1 3 3 3 2 2
8 1 3 3 3 3 3
9 2 1 2 3 1 2
10 2 1 2 3 2 3
11 2 1 2 3 3 1
12 2 2 3 1 1 2
13 2 2 3 1 2 3
14 2 2 3 1 3 1
15 2 3 1 2 1 2
16 2 3 1 2 2 3
17 2 3 1 2 3 1
18 3 1 3 2 1 3
19 3 1 3 2 2 1
20 3 1 3 2 3 2
21 3 2 1 3 1 3
22 3 2 1 3 2 1
23 3 2 1 3 3 2
24 3 3 2 1 1 3
25 3 3 2 1 2 1
26 3 3 2 1 3 2

Table 3. The best values of factors in HGA.

Factors The best values
Initial temperature 1000
Cooling rate 0.98
P, 0.9
Py 0.4
Population size 150
SA rate 0.04

and 0.07 for PSO, 0.002 for HGA, and 0.08 for standard
GA in relation to instances with 30 activities. Thus,
it can be concluded that most of the time, relative

deviation from the best solution in HGA is much lower
than average RDs for PSO and GA.

5. Conclusion

In this paper, a class of resource-constrained project
scheduling problems was introduced to cope with

project uncertainty, in which the goal was to maxi-
mize the project NPV. Project managers can use the
proposed model for planning the projects to maximize
the NPV of the project under uncertainty of the real
word. For this purpose and due to the lack of available
information about project activities, the parameters
such as duration, cash flows, resource consumption
of the activities, and interest rate were assumed as
fuzzy numbers. To solve the problem, a tuned hybrid
GA with SA algorithm was proposed. The perfor-
mance of the algorithm was evaluated by comparing
it with two well-known metaheuristic algorithms. The
result showed the effectiveness of the proposed algo-
rithm. Some extensions of this research as a future
study might be of interest. While in this paper we
only considered the “payments at pre-specified event
nodes”, some other payment models such as progress
payments and payments at pre-specified time points
may be considered in the project. Furthermore, it
would be interesting to generalize the model to include
non-renewable resources as well as multiple execution
modes for each activity.
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Table 4. Results of experiments.
Number Most  Number Number HGA (%) PSO (%) GA (%)
of likely of of #n #n #n
activities discount pesources instances (PSO) (GA) (HGA) gaj 2 E § paj 2 E § 2 ‘% E g
rate = 0F <« =2 UE << 2 UET
0.02 2 10 0 0 10 0.00 0.00 3.37 7.61 15.82 042 4.21 12.65 1.02
0.02 3 10 0 2 0.43 2.71 3.58 6.59 15.39 0.56 242 539 1.21
0.02 4 10 0 1 0.34 3.34 4.23 5.78 15.81 1.03 3.21 10.20 1.53
10 0.03 2 10 0 0 10 0.00 0.00 3.59 11.5 22.90 0.32 4.28 11.25 1.00
0.03 3 10 0 1 9 0.32 3.34 4.01 8.87 23.22 047 3.78 9.79 1.32
0.03 4 10 0 0 10 0.00 0.00 4.52 9.19 23.22 0.55 4.03 12.2 1.45
Total 60 0 4 56 0.18 3.34 4.28 8.25 23.22 0.55 3.65 11.25 1.25
0.02 2 10 0 0 10 0.00 0.00 3.47 6.85 15.25 0.53 4.94 11.3 1.26
0.02 3 10 0 1 9 0.34 3.38 4.58 6.35 12.08 1.02 2.65 549 1.55
0.02 4 10 2 2 6 0.82 5.03 5.18 3.25 9.18 1.28 6.25 26.67 2.02
20 0.03 2 10 1 2 7 0.73 3.41 4.12 10.51 19.98 0.43 6.47 18.61 1.14
0.03 3 10 0 2 8 0.49 4.36 4.48 9.31 17.91 0.58 6.62 1586 1.35
0.03 4 10 1 0 9 0.23 2.25 5.03 7.06 17.55 1.34 8.45 14.42 2.13
Total 60 4 7 49 0.68 5.03 4.47 7.12 19.98 1.26 5.80 26.67 1.57
0.02 2 10 0 1 9 0.11 1.06 4.52 7.79 1795 117 6.58 21.87 1.71
0.02 3 10 0 0 10 0.00 0.00 5.54 5568 11.83 1.29 6.32 1295 2.17
0.02 4 10 0 1 0.12 1.18 6.09 3.30 827 1.59 6.30 22.27 2.41
30 0.03 2 10 0 2 0.43 2.73 4.12 9.07 17.52 1.08 7.54 25.76 2.01
0.03 3 10 0 0 10 0.00 0.00 6.23 10.85 23.12 1.33 11.35 21.10 1.96
0.03 4 10 1 1 8 0.57 3.41 6.47 8.28 15.6 1.97 10.68 24.90 2.13
Total 60 1 5 54 0.20 3.41 5.49 7.47 23.12 1.40 8.12 26.67 2.06
Grant Total 180 5 16 159 0.35 5.03 4.74 8.25 23.12 1.07 5.85 26.67 2.12
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