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1. Introduction

Statistical process control techniques are widely used for monitoring and improving quality characteristics. Control charts are usually used to identify the unnatural patterns in manufacturing processes. Control charts are an important tool for distinguishing between common causes and assignable causes of variation. These unnatural patterns are often related to assignable causes that lead to generation of out-of-control signals. Afterwards, corrective actions are necessary to restore the process to in-control state.

In most industries, a product is usually manufactured in more than one stage, referred to as multistage process. In these processes, the quality in the current stage is affected by the previous stages. This feature is mentioned as cascade property. As a result, quality of the final product depends not only on the current stage, but also on quality characteristics of the preceding stages. So, using the common approaches can be misleading. Different studies have been done in this area. Using separate control charts to monitor the quality characteristics in each stage is one of the common approaches in the literature. This approach does not consider the correlation propagation through different stages. The second approach is application of multivariate control charts to monitor all stages simultaneously. In this approach, the interpretation of out-of-control signal is complicated. The next approach is developing the cause-selecting control chart. This approach removes the effect of preceding stages from the current stage. Zhang [1] suggested cause-selecting control chart based on the residuals. In this approach, the relation between stages is defined and then the values of residuals are calculated. The effect of the previous stages is removed from the computed residuals. Hawkins [2] proposed model-void method. This type of regression adjustment includes the state to which all or some of the quality characteristics are related, but a change in one quality characteristic does not affect the others. Moreover, Hawkins [3] introduced model-fix procedure. However, a shift in
any quality characteristic will affect some or all of the following quality characteristics. Generally, the output quality characteristics are not always normally distributed. In this case, the Generalized Linear Model (GLM) is applied. This technique relates the mean of response variable to input variables. Jearkpaporn et al. [4] considered multiple gamma-distributed output variables and proposed a likelihood ratio statistic to monitor the process. Skinner et al. [5] extended control chart based on deviance residuals for monitoring Poisson distributed response variables. Jearkpaporn et al. [6] discussed the multistage process in which output variables included normal and non-normal variables. Deviance residuals were calculated with regard to GLM. The performance of the proposed method was compared with Hotelling $T^2$ chart based on $U$ statistic and conventional Shewhart control chart. Aghaie et al. [7] considered a two-stage process in which the output quality characteristic is affected by input quality characteristic. They assumed that quality characteristics follow Bernoulli and Poisson distributions in the first and second stages, respectively. They explored several monitoring schemes based on generalized Poisson distribution. A process with two dependent stages is considered by Yang and Yeh [8] in which quality characteristics in each stage follow a bivariate binary distribution. The performance of the proposed method based on cause-selecting control chart was compared with those of Shewhart attribute control chart and bivariate binomial control region. The result of the proposed method overshadowed the other methods. Asgari et al. [9] developed a new link function which combined the two log and square root link functions for Poisson quality characteristic of the second stage. Afterwards, the Shewhart and EWMA control charts were used to monitor the computed residuals. Asadzadeh et al. [10] considered a two-stage process with the assumption that historical data include outliers. They established the relation between two stages through extending robust fitting approach by applying compound estimator. Then, the robust monitoring procedure was utilized to control the process. The performance of the proposed method was evaluated through average run length criterion. Liu [11] provided a review of the explored methodologies with regard to variation reduction scheme in multistage manufacturing processes. He acknowledged the effect of recent development in the stream of variation and statistical process control methods on the variation reduction. The two mentioned methodologies are evaluated through a real case to conclude their significant influence on variation reduction.

A multistage process with binary data is investigated by Shang et al. [12]. They used a binary state space model and proposed monitoring and diagnosis schemes based on a hierarchical likelihood method. They showed that the proposed schemes perform better than the $\chi^2$ control chart. Ghahiyazi et al. [13] considered a two-stage process with simple linear profile quality characteristic in each stage. They first showed the effect of cascade property on the statistical performance of $T^2$ control chart and then proposed a control chart based on the $U$ statistic to monitor the process. Some researchers such as Asadzadeh and Aghaie [14] and Asadzadeh et al. [15-17] considered multistage processes with reliability data in the second stage. A literature review on cause-selecting control chart is given by Asadzadeh et al. [18]. Li [19] considered a multistage process under multiple faults. He used the state space model to define the process and Bayesian theory to propose a new control chart for monitoring the process. Li and Tsung [20] investigated changes in the covariance matrix of multistage processes and extended an EWMA-based control chart. Amiri et al. [21] assumed a two-stage process with Poisson output quality characteristic. They developed a cause-selecting control chart using standardized residual of the generalized linear model.

In some processes, quality of a process or product is described by correlated variable and it attributes quality characteristics. Most of the research has been done in multivariate or multi-attribute processes. Chiu and Kuo [22] considered bivariate binomial processes. They developed a new control chart with the ability to determine the source of out-of-control state. Moreover, their proposed control chart was not sensitive to transform multi attribute quality characteristics to multivariate normal quality characteristics. Li and Tsung [23] proposed the multiple binomial and Poisson CUSUM control charts. They utilized the concept of False Discovery Rate (FDR) control techniques to construct new control chart to enhance the power of this type of control charts. They proved their claim through Monte Carlo simulation. Butte and Tang [24] suggested a new procedure to enhance the ability of multivariate control charts such as $T^2$, MEWMA, and CUSUM to determine the variable responsible for out-of-control state. McCracken and Chakraborti [25] provided an overview on control charts proposed for monitoring mean and variance of normal quality characteristics, individually or simultaneously. However, there is little research on monitoring multivariate and multi-attribute quality characteristics, simultaneously. Doroudyan and Amiri [26] applied four transformation techniques for monitoring multivariate attribute processes. They applied skewness reduction and correlation elimination techniques in the developed methods. Amiri et al. [27] explored a process in which a correlated simple linear profile and multivariate quality characteristics were monitored over time. They proposed a method based on MEWMA control chart.

Multivariate statistical methods like discriminant
analysis are also used in statistical process control. The fundamental concept of DA is to detect the optimal discriminant function. DA uses both normal and abnormal data to find the optimal direction for classification. He et al. [28] proposed fault diagnose approach based on discriminant analysis. The procedure includes three stages. The first step is the analysis that categorizes historical data to normal and fault separate clusters by k-means method. The next step is fault visualization that allocates data in two clusters by discriminant analysis and the last step is fault diagnosis. Pei et al. [29] applied DA to detect discriminant direction, then used X/MR control chart to monitor a chemical process. Bazdar and Kazemzadeh [30] introduced discriminant function to distinguish the source of variation in multistage processes.

In this paper, a two-stage process with combined variable-attribute quality characteristics at the second stage is considered. We propose some new control charts based on the discriminant analysis and evaluate performance of the proposed control charts with the traditional ones in the literature. The result of simulation studies shows the better performance of the proposed DA-based control chart. Also, using the DA-based control charts reduces the dimension of quality characteristics to univariate quality characteristic, which is easily monitored by univariate control charts.

This paper is organized as follows: In the next section, a two-stage process is modeled using a simple linear regression and a generalized linear model. In Section 3, the proposed control charts are developed. In Section 4, the performance of the proposed control chart is compared through simulation studies with the traditional control charts in terms of average run length criterion. The performance of the best proposed control charts is also evaluated in a real case in Section 5. Conclusion and future research are given in the final section.

2. Modeling a two-stage process

The process is assumed to include two dependent stages. The quality characteristic of the first stage is normally distributed and the quality characteristics of the second stage are combined correlated normal and Poisson distribution. Due to the correlation structure and dependent stages, monitoring quality characteristics in each stage with separate control charts leads to misleading results. Any shift in the mean of Poisson distribution affects the variance of Poisson distribution as well. Hence, without loss of generality, we assume that the correlation matrix of the quality characteristics in the second stage is fixed. The process is illustrated in Figure 1.

![Figure 1. A two-stage process with variable-attribute quality characteristic in the second stage.](image)

The second stage are linked to quality characteristics in the first stage through link function. When the quality characteristics follow normal distribution, least square method is applied. However, the least square method does not perform well in non-normal quality characteristics. The alternative procedure for linking the mean of quality characteristics in the second stage to quality characteristic in the first stage is Generalized Linear Model (GLM). The GLM method is used for Exponential, Gamma, Poisson, and Binomial distributions by specific link function. The simple linear regression model is given by:

$$y_1 = \alpha x^T + \varepsilon.$$  \hspace{1cm} (1)

The Poisson log link is written as follows:

$$\log \mu_{y_1} = x^T \beta.$$ \hspace{1cm} (2)

Therefore, the mean of Poisson distribution is defined as:

$$\mu_{y_1} = \exp \left( x^T \beta \right),$$ \hspace{1cm} (3)

where $x$ and $y = (y_1, y_2)$ are the quality characteristics in the first and second stages. $\alpha$ and $\beta$ are the vectors of regression parameters in simple linear regression and GLM, respectively. The vector of $x^T$ includes unit vector and quality characteristics vector in stage one, $x^T = (1, x)$.

3. Proposed methods

Since the quality characteristics in the second stage are a combination of normal and non-normal quality characteristics, skewness of non-normal quality characteristics affects the performance of traditional multivariate control charts. Hence, various transformation techniques are suggested by many authors to decrease the skewness of observations. Here, the root transformation technique is applied to reduce the skewness. The transformed data becomes zero skewed and follows approximately normal distribution. In this case, the vector of power in the root transformation method is specified by a bisection technique. The values of all elements of the vector are between 0 and 1. This vector, as the power of original variables, generates new variables by zero skewness. For more information about the root transformation method refer to Nikia and Abbasi [31]. In the root transformation method, a numerical algorithm, such as bisection method, is
used. In each iteration, one of the boundary intervals is replaced by the middle of an interval. The procedure of root finding \( f(x) = 0 \) in the interval of \((a_0, b_x)\) is given in Appendix C. The idea of skewness reduction is finding an argument of the skewness function, \( f(r) = 0 \), such that it becomes close to zero. Then, this value is used as power of the original data and transforms the data set to the ones with symmetric distribution.

Since shift in the mean of Poisson distribution changes the variance of this distribution, the observations are standardized to prevent the shift in variance of the Poisson distribution.

As mentioned before, the quality characteristics in the second stage are dependent on quality characteristics in the first stage. To overcome the effect of cascade property, residual values are calculated by using Eq. (4) as follows:

\[
    e_{ji} = y_{ji} - \bar{y}_{ji}.
\]

where \( y_{ji} \) is the \( j \)th quality characteristic in time \( i \), and the value of \( \bar{y}_{ji} \) is conditional expected value, \( \bar{y}_{ji} = E(y_{ji}|z_i) \). Residuals are normally distributed with mean 0 and standard deviation \( \sigma_y \), \( e_{ji} \sim N(0, \sigma_y^2) \).

For monitoring the two-stage processes discussed in Section 2, three methods are proposed hereunder.

### 3.1. EWMA control chart based on the DA statistic

Discriminant analysis defines a new axis that provides the maximum isolation between normal and abnormal observations and divides the observations into two groups. The new variables are a linear combination of the initial variables. Hence, discriminant analysis is described as dimensionality reduction method by projection of initial variables on the new axis. The objective is to obtain optimal discriminant direction by maximizing the following criterion:

\[
    \theta = \frac{SS_B}{SS_W},
\]

where \( SS_B \) represents the variation between the groups and \( SS_W \) is the variation within the groups for new variables. The maximum value of \( \theta \) reflects the best homogeneity in groups. It means the groups are formed such that in-control observations are allocated in one group and the out-of-control observations are dedicated to another group. The objective of the DA method is providing maximum isolation between two groups, so \( \theta \) is calculated such that the \( \theta \) ratio of new observations (obtained from projection) is maximized. It implies that new observations, \( \omega_i \), provide the maximum distinction between two groups and maximum homogeneity within the groups.

Generally, the values of \( SS_B \) and \( SS_W \) are calculated from Eq. (6):

\[
    SS_B = \sum_{j=1}^{n} n_j (\bar{y}_{j} - \bar{y})^2,
\]

\[
    SS_W = \sum_{j=1}^{n} n_j (y_{ji} - \bar{y}_j)^2,
\]

where \( n_j \) is the number of observations in each group, \( \bar{y}_j \) is the mean of observations within the groups, and \( \bar{y} \) is the overall mean.

In the two dimensional spaces, with the axis of \( y_1 \) and axis of \( y_2 \), consider a new axis such as \( \omega \), where the angle between the new axis and axis \( y_1 \) is equal to \( \theta \). The projection of initial data on the new axis is obtained by Eq. (7). Since the multistage process is studied, the primary quality characteristics, \( y_1 \) and \( y_2 \), are replaced by residual values, \( e_1 \) and \( e_2 \), to eliminate the effect of quality characteristic in the first stage on the quality characteristics in the second stage. For more information about two-dimensional discriminant analysis, refer to [32].

With the purpose of dimensionality reduction and generating new variables, the following statistic is achieved:

\[
    \omega_i = \cos \theta e_{1i} + \sin \theta e_{2i},
\]

where \( \omega_i \) is the projection of the \( i \)th observation on the axis \( \omega \), and \( e_{1i} \) and \( e_{2i} \) are the residual values. \( \omega \) is a linear combination of the residuals. Since the residuals are normally distributed, \( \omega \) is normally distributed as:

\[
    \omega_i \sim N\left(0, (\cos \theta \sigma_1 + \sin \theta \sigma_2)^2 - \sin(2\theta)\sigma_1\sigma_2(1-\rho)\right),
\]

where \( \rho \) is the correlation coefficient. Since the study is conducted in Phase II, the value of \( \rho \) is estimated from historical observations in Phase I. The proofs for mean and variance of the \( \omega \) statistic are given in Appendix A.

The EWMA control charts carry out the better detection small and moderate shifts rather than Shewhart control charts. The EWMA control charts use all the previous data by allocating a weight to the last observation and to the sum of all prior values. The importance of historical data in calculating the EWMA statistic is defined by weight value. The large value indicates the less importance of historical data. The EWMA statistic is defined in Eq. (8):

\[
    u_i = \lambda u_{i-1} + (1-\lambda)u_{i-1},
\]

\( \lambda \) is smoothing parameter between 0 and 1 and \( \lambda_0 \) is equal to zero. The EWMA control limits are derived as:

\[
    \text{UCL} = \mu_0 \pm L\sigma_\omega \sqrt{\frac{1}{2-\lambda}},
\]

\[
    \text{LCL} = \mu_0 \pm L\sigma_\omega \sqrt{\frac{1}{2-\lambda}},
\]

\( L \) is computed with simulation at the target value of ARI_0.
3.2. Integrated EWMA (DA) and P-value (DA) control charts

In this subsection, another method, called P-value (DA), is proposed and applied in combination with the EWMA (DA) method. In the P-value (DA) method, first, we standardized the DA statistic explained in the previous section as follows:

\[ z_i = \frac{\omega_i - \mu_\omega}{\sigma_\omega}, \]  
(10)

In Eq. (10), \( \omega_i \) is the DA statistic of the \( i \)th sample and \( z_i \) is standardized DA statistic. Since the DA statistic follows normal distribution, the standardized DA statistic follows normal distribution as well. Hence, the P-value is calculated by the following Equation:

\[ P-value = 2p(\varepsilon > z_i) = 2(1 - \phi(|z_i|)), \]  
(11)

where \( \phi(0) \) is cumulative normal distribution function. The P-value statistic proposed for monitoring the process is compared with predefined significant level, \( \alpha \). If the P-value exceeds \( \alpha \), the process is in-control; otherwise it is in out-of-control state.

The EWMA (DA) control chart, explained in the previous subsection, is used in combination with the proposed P-value (DA) method.

The overall probability of Type I error (\( \alpha_{\text{overall}} \)) in two control charts with equivalent probability of Type I error, \( \alpha \), is determined as follows:

\[ \alpha_{\text{overall}} = 1 - (1 - \alpha)^2. \]  
(12)

Consequently:

\[ \alpha = 1 - \sqrt{1 - \alpha_{\text{overall}}}. \]  
(13)

3.3. Integrated MEWMA and \( T^2 \) control charts based on DA

Lowry et al. [33] extended the univariate EWMA statistic to multivariate case. The statistic of the MEWMA control chart is given by:

\[ w_i = \gamma_i \sum_{j=1}^{i-1} \gamma_j. \]  
(14)

The \( \gamma_i \) vector is calculated from recursive equation as follows:

\[ \gamma_i = \lambda \gamma_{i-1} + (1 - \lambda) \gamma_i - 1, \]  
(15)

where \( \gamma_i \) is the vector of observations in time of \( i \) and \( \lambda \) is the mean vector of observations. In the proposed method, the vector of observations, \( \gamma_i \), is replaced by vector of residuals, \( \varepsilon_i \), obtained from Eq. (4). \( \varepsilon_0 \) is equal to zero vector and the covariance matrix of \( \gamma_i \) is derived as:

\[ \sum \gamma_i = \frac{\lambda}{n(2 - \lambda)} \sum \varepsilon. \]  
(16)

The upper control limit is determined such that the desired in-control average run length (ARL\(_0\)) is achieved.

To improve the sensitivity of MEWMA control chart in detecting large shifts, a \( T^2 \) control chart is used simultaneously. The \( T^2 \) statistic is calculated by the following Equation:

\[ T^2_i = (\varepsilon_i)^T \sum^{-1} (\varepsilon_i). \]  
(17)

A new method is proposed based on discriminant analysis. DA method is applied on MEWMA and \( T^2 \) statistics. The DA method reduces the multivariate space to univariate space through DA statistic. The plotting statistic is given by:

\[ \zeta_i = \cos \theta(T^2_i) + \sin \theta(w_i). \]  
(18)

\( \zeta_i \) is the integrated \( T^2 \) and MEWMA statistic based on DA. \( T^2_i \) and \( w_i \) are the \( T^2 \) Hotelling statistic and the MEWMA statistics of the \( i \)th sample, respectively. Since \( \zeta_i \) is a linear combination of two statistics with upper control limit, we only set the UCL for \( \zeta_i \). The UCL is obtained by simulation study to achieve the desired in-control ARL.

Generally, the steps of the proposed methods as well as competing methods are summarized in the flowchart shown in Figure 2.

4. Simulation studies

In this section, the performance of the proposed methods is evaluated through a numerical example. To compare the performances of the proposed methods, control limits are calculated such that the in-control Average Run Length (ARL\(_0\)) equal to 200 is obtained. Then, the out-of-control Average Run Length (ARL\(_1\)) criterion is computed by using simulation through 5000 replication runs.

In the numerical example, a two-stage process is considered. Quality characteristic of the first stage is normally distributed with mean 2 and standard deviation 1. Quality characteristics in the second stage are illustrated by a vector of quality characteristics as \( y = (y_1, y_2) \). \( y_1 \) and \( y_2 \) are quality characteristics with normal and Poisson distributions, respectively. Due to the cascade property, the mean of quality characteristic \( y_1 \) through the simple linear regression model and the mean of \( y_2 \) through log link function are linked to the quality characteristic in the first stage. When the process is in-control, the coefficients vectors are defined as \( \beta = (1, 0.5) \) and \( \gamma = (0.5, 0.5) \) for simple linear regression model and generalized linear model, respectively. To evaluate performance of the proposed methods, a random vector of correlated variables is generated using Gaussian copula function. The root transformation technique is implemented.
on the original data; so, the corresponding vector of power is \( \gamma = (1.0, 0.7754) \). After transformation, the new data follows bivariate normal distribution. Due to the cascade property in multistage processes, residual values are calculated to eliminate effect of the quality characteristic in the first stage on the quality characteristics in the second stage.

4.1. Parameters in the proposed and competing methods

4.1.1. Hotelling \( T^2 \) control chart
The statistic of \( T^2 \) control chart is obtained by Eq. (17). \( \Sigma \) is the covariance matrix of residuals, which is equal to
\[
\Sigma_e = \begin{pmatrix}
0.9903 & 0.2355 \\
0.2355 & 0.4475
\end{pmatrix}
\]
and it is estimated by simulation based on a dataset with 10000 historical values. The UCL equal to 10.5966 is calculated based on \( \chi^2 \) distribution with probability of Type I error equal to 0.005 and degrees of freedom 2 (number of quality characteristics).

4.1.2. EWMA (DA) control chart
The EWMA (DA) statistic is calculated with value of \( \theta = 35.6014 \) by Eq. (8). For calculating \( \theta \), data generation is done based on the following procedure.

First, 900 in-control observations are generated. Next, 300 out-of-control observations is procreated by applying shift in coefficient \( x \) with magnitude of 1 in the mean of normal distribution. Afterwards, 300 out-of-control observations is obtained by applying shift in Poisson mean with the same procedure. At the end, 300 out-of-control observations is produced by simultaneous shifts in normal and Poisson means. Finally, the residual values are calculated using Eq. (4) and the maximum value of \( \theta \) is computed based on the calculated residuals using Eq. (5).

According to Eq. (9), to set the EWMA control limits based on \( \lambda = 0.2 \), the mean of \( u \) statistic and standard deviation of \( \omega \) statistic are required. The aforementioned parameters are computed as -0.0225 and 1.0184 with 100000 replications, respectively. To achieve the desired ARL\( L_0 =200 \), \( L \) in Eq. (9) is defined equal to 2.633.

4.1.3. Integrated EWMA (DA) and P-value (DA) control chart
In integrated control charts, the first step is determining the probability of Type I error for each control chart, separately. As mentioned before, ARL\( L_0 \) equals to 200 and it represents the overall probability of Type I
error equal to 0.005. Therefore, the probability of Type I error for each control chart is calculated by applying Eq. (13) such that the probability of Type I error equal to 0.0025 or, similarly, ARL₀ equal to 400 is obtained.

Designing the EWMA (DA) is similar to the one in the previous subsection, except for which is equal to 2.89 and leads to the desired in-control ARL equal to 400.

In the P-value (DA) control chart, to compute the in Eq. (10), the mean value of Ω is specified as -0.0225 by 100000 replication runs. Based on the concept of P-value, the P-value larger than 0.0025 shows in-control state.

4.1.4. Integrated $T^2$ and MEWMA control charts

In this method, two multivariate control charts monitor the process simultaneously. Designing the $T^2$ control chart is similar to that in subsection 4.1.1. As mentioned previously, the overall probability of Type I error is equal to 0.005. By applying Eq. (13), the probability of Type I error for each control chart is equal to 0.0025; hence, the UCL is obtained equal to 11.829.

The MEWMA statistic is calculated by using Eq. (14). The covariance matrix of $Σ_r$ is equal to $\begin{bmatrix} 0.9903 & 0.2355 \\ 0.2355 & 0.4475 \end{bmatrix}$ and UCL equals 11.16 to achieve the desired ARL₀ = 400 via the UCL = 9.83 in the MEWMA control chart.

4.1.5. Integrated $T^2$ and MEWMA control charts based on DA

The corresponding MEWMA covariance matrix is calculated using Eq. (16) by replacing the residual covariance matrix mentioned in Subsection 4.1.1. The statistic based on DA approach is computed by using Eq. (18) with using the simulated θ = 66.26. The upper control limit is achieved 11.661 by 5000 replications.

The results of the average run length and standard error under different magnitudes of shift are summarized in Table 1. All of the proposed methods are compared with the competing $T^2$, MEWMA and integrated $T^2$, and MEWMA control charts through 5000 replications. The results show the perfect performance of the integrated MEWMA and $T^2$ control charts based on the DA under different magnitudes of shift.

5. Case study

In this section, the case study by Jearkporn et al. [6] is used. As shown in Figure 3, a two-stage semiconductor manufacturing process is considered. The first stage is an oxide deposition process and the second stage is spin on glass coat process. The averages of the oxide thickness measurements and particle counts are two quality characteristics in each stage with normal and Poisson distribution (yₖᵢ), respectively.

![Figure 3. An illustration of a two-stage process in a real case.](image)

The applied link functions between quality characteristics in two stages are simple linear regression model and log link for normal and Poisson quality characteristics, respectively. $y_{yi}$ indicates the ith quality characteristic in the ith stage. Each stage includes two input variables with uniform distribution in the interval of [0,1]. These input variables are gas flow and volume dispensed in both stages. The distribution function and parameters of quality characteristics are given in Appendix B. Jearkporn et al. [6] proposed Deviance Residual (DR) based on Generalized Linear Model (GLM) to monitor the process. By considering probability of Type I error equal to 0.005, the performances of the DR method and the integrated $T^2$ and MEWMA based on the DA, EWMA (DA) and integrated EWMA (DA), and P-value (DA) are compared. In the DR method, separate control charts are utilized to monitor each quality characteristic; so, the probability of Type I error is calculated from Eq. (13) to design the control chart limits. Shift in $x_{2i}$ and $y_{ii}$ coefficients with magnitude of 0.1 is evaluated to detect out-of-control condition. $x_{2i}$ shows the ith input variable in the second stage and $y_{ii}$ shows the ith output quality characteristic in the first stage. The simulation results with 5000 replications are illustrated in Figure 4. The horizontal and vertical axes represent output quality characteristics and out-of-control average run length (ARL₁) in the second stage, respectively. The results show the satisfied performance of the proposed methods.

6. Conclusion and future researches

Most of the processes include two or more stages that produce service or products. Frequently, quality of a product or service is represented by several correlated quality characteristics. In this paper, we considered a two-stage process with multivariate attribute quality characteristics. The root transformation technique was utilized to transform attribute quality characteristics. We proposed three methods to monitor multivariateattribute processes in a two-stage process. These methods were (i) EWMA (DA), (ii) integrated EWMA (DA) and P-value (DA), and (iii) integrated MEWMA and $T^2$ control chart based on the DA. The performance of the proposed methods was compared with those of conventional competing methods, including Hotelling $T^2$, MEWMA, and the integrated $T^2$ and
<table>
<thead>
<tr>
<th>Magnitude shift</th>
<th>$T^2$</th>
<th>EWMA (DA)</th>
<th>MEWMA and $T^2$</th>
<th>EWMA (DA) and $P$-value (DA)</th>
<th>MEWMA and $T^2$ based DA</th>
<th>MEWMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$ = (-0.1, 0.3)</td>
<td>ARL1</td>
<td>Std-error</td>
<td>ARL1</td>
<td>Std-error</td>
<td>ARL1</td>
<td>Std-error</td>
</tr>
<tr>
<td>(0.1)</td>
<td>0.0030</td>
<td>0.1920</td>
<td>0.0030</td>
<td>0.1920</td>
<td>0.0030</td>
<td>0.1920</td>
</tr>
<tr>
<td>(0.2)</td>
<td>0.0030</td>
<td>0.1920</td>
<td>0.0030</td>
<td>0.1920</td>
<td>0.0030</td>
<td>0.1920</td>
</tr>
<tr>
<td>(0.3)</td>
<td>0.0030</td>
<td>0.1920</td>
<td>0.0030</td>
<td>0.1920</td>
<td>0.0030</td>
<td>0.1920</td>
</tr>
</tbody>
</table>

MEWMA control charts through a numerical example. Simulation results demonstrated superiority of the integrated MEWMA and $T^2$ control chart based on DA in detecting all separate and simultaneous shifts. This method intensified the power of the proposed control chart, rather than the other evaluated control charts. Although the MEWMA control chart outperformed the proposed method in some small shifts, the significant feature of the proposed control chart is its capability in detecting shifts with different magnitudes in small or large shifts in normal and non-normal quality characteristics rather than the MEWMA control chart. The performance of the proposed methods was also evaluated through a real case in the literature. The limitation of the proposed methods, especially MEWMA and $T^2$ based DA methods, is inability of the
control chart in diagnosing the quality characteristics responsible for the out-of-control signal. Therefore, a new control chart or procedure to enhance this property is suggested for future research. Moreover, extension of the proposed methods in Phase I can be a fruitful area for future research.
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Appendix A

The mean and variance of $\omega$:

\begin{equation}
E(\omega) = \cos \theta^* E(e_1) + \sin \theta^* E(e_2) = 0, \tag{A.1}
\end{equation}

\begin{equation}
\text{var}(\omega) = \cos^2 \theta \text{var}(e_1) + \sin^2 \theta \text{var}(e_2) + 2 \cos \theta \sin \theta \text{cov}(e_1, e_2) = \cos^2 \theta \text{var}(e_1) + \sin^2 \theta \text{var}(e_2) + 2 \cos \theta \sin \theta \text{cov}(e_1, e_2) \tag{A.2}
\end{equation}

Appendix B

Distribution of quality characteristics and parameters in the link functions in the real case:

First stage:

\begin{equation}
y_{11} \sim N(\mu = 1 + x_{11} + x_{12}, \sigma^2 = 0.01) \tag{B.1}
\end{equation}

\begin{equation}
y_{12} \sim \text{Poisson} (\mu = \exp(-1.11 + 2.3x_{11} + 2x_{12})) \tag{B.2}
\end{equation}
Second stage:

\[ y_{21} \sim N \left( \mu = x_{21}, x_{22} + y_{11}, \sigma^2 = 0.01 \right), \quad (B.3) \]

\[ y_{22} \sim \text{Poisson} (\mu_{y_{11}} = \exp (-0.35 + 2x_{21} - 2x_{22} + \ln(y_{12}))) \text{ with the mean of } 4.00. \quad (B.4) \]

Appendix C

The algorithm of the bisection method used to find the value which makes the skewness function equal to zero:

\[ k = 0 \]

while \( |f(x_{k+1})| > \varepsilon \)

\[ x_{k+1} = \frac{a_k + b_k}{2} \]

If \( (f(x_{k+1})f(a_k) < 0) \),

Then

\[ a_{k+1} = a_k \text{ and } b_{k+1} = x_{k+1}. \]

Else

\[ b_{k+1} = b_k \text{ and } a_{k+1} = x_k \]

End if

\[ k = k + 1 \]

End while

\( \varepsilon \) is a very small value. The above algorithm is general form, but in skewness reduction, \( f(r) \) equal to zero is applied to find \( r \) in the interval of \((0,1)\) \( r \) is the power of non-zero root skewed data.

Biographies

Samaneh Zolfaghari holds MSc degree in Industrial Engineering at Shahed University of Iran. She received her BS in Industrial Engineering from Azad University, South Tehran Branch in 2011. Her research interests include statistical quality control and multistage processes.

Amirhossein Amiri is an Associate Professor at Shahed University in Iran. He holds a BS, an MS, and a PhD in Industrial Engineering from Khajeh Nasir University of Technology, Iran University of Science and Technology, and Tarbiat Modares University, respectively. He is a member of the Iranian Statistical Association. His research interests are statistical quality control, profile monitoring, and Six Sigma.